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DATA MINING: CURRENT APPLICATIONS AND
FUTURE POSSIBILITIES

TUESDAY, MARCH 25, 2003

HOUSE OF REPRESENTATIVES,
SUBCOMMITTEE ON TECHNOLOGY, INFORMATION POLICY,
INTERGOVERNMENTAL RELATIONS AND THE CENSUS,
COMMITTEE ON GOVERNMENT REFORM,
Washington, DC.

The subcommittee met, pursuant to notice, at 9:30 a.m., in room
2154, Rayburn House Office Building, Hon. Adam Putnam (chair-
man of the subcommittee) presiding.

Present: Representatives Putnam, Miller, Turner, and Clay.

Staff present: Bob Dix, staff director; John Hambel, senior coun-
sel; Chip Walker and Lori Martin, professional staff members; Ur-
sula Wojciechowski, clerk; David McMillen, minority professional
staff member; Jean Gosa, minority clerk; and Earley Green, minor-
ity chief clerk.

Mr. PUTNAM. A quorum being present, the Subcommittee on
Technology, Information Policy, Intergovernmental Relations and
the Census will come to order.

Good morning and welcome to the first in a planned series of
hearings addressing the important subject of data mining tech-
nology or “factual data analysis,” as some might refer to it.

Before we get into my opening statement, considering the events
of the world today and the enormous pressures that this Congress
and our President are under, I would ask that we pause for a mo-
ment of silence.

[Moment of silence.]

Mr. PutNaM. Thank you.

There are a number of proven uses for this data mining tech-
nology which has played a prominent role in many arenas, public
and private, for years. This morning we will work to define the
technology itself and examine the parameters of its application.
There is no secret that some have expressed concerns about the
role of data mining, particularly in the context of privacy intru-
sions. We will attempt to explore the manner in which this tech-
nology will continue to be a valuable tool in a variety of govern-
mental uses, not just those of national security, while also acknowl-
edging the public interest in protecting the privacy of personal in-
formation. Data mining is a technology that facilitates the ability
to sort through large amounts of information through data base ex-
ploration, extract specific information in accordance with defined
criteria, and identify patterns of interest to its user.
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As I understand the technology, the user has the ability to tailor
a data mining program to a particular purpose by selecting a num-
ber of different data bases to search and setting the criteria for
that search. Data mining technology has been utilized successfully
for many years in both public and private sectors to identify and
analyze data that might otherwise be overlooked or inaccessible.
Examples of the variety of commercial or governmental uses associ-
ated with data mining software would include businesses being
able to develop a targeted marketing campaign in an effort to iden-
tify prospective customers; government agencies expanding oppor-
tunities to track down tax evaders; detection of Medicaid or Medi-
care fraud; and corporations using this tool to estimate spending in
revenue more accurately, just to name a few.

For example, a mortgage refinancing lender may seek to deter-
mine potential candidates for their services by attempting to iden-
tify mortgage holders who have lived in their homes for a certain
period of time in a particular geographic location with a market
value range of property at a certain level in order to target a spe-
cial refinancing rate offer. As you can imagine, this type of tech-
nology is invaluable to a number of institutions. Because it is such
a vast and evolving field, the subcommittee is very interested in ex-
ploring the uses and effects of this technology in subsequent follow-
up hearings to address more particular applications.

While data mining may have many legitimate and worthwhile
uses, we must always be vigilant of any potential encroachment on
the privacy of the American public. We have great responsibilities
as elected officials. We must protect the American ideals of life, lib-
erty, and freedom. At times these ideals would seem to come into
conflict with one another, and it’s our job to ensure that we do all
we can to protect the public while maintaining the faith entrusted
to us by the Founding Fathers to protect the right of the people to
privacy and freedom. Ben Franklin once said, “Those who would
give up freedom for security deserve neither.”

I would like to welcome the following witnesses who are offering
their expert testimony before us today: The Honorable Paula
Dockery, Florida State Senator; Dr. Jen Que Louie, president of
Nautilus Systems, Inc.; Mark Forman, Associate Director of Infor-
mation Technology and Electronic Government, Office of Manage-
ment and Budget, our Nation’s CIO; Gregory Kutz, Director of Fi-
nancial Management and Assurance, General Accounting Office;
and Jeffrey Rosen, associate professor of the George Washington
University Law School, legal affairs editor of the New Republic.
Mr. Armey was unable to be with us today.

Interest in expanding the use of this technology at the Federal
level of government has become more widespread as we look to use
modern technology to improve intergovernmental communications
and national security. From our oversight perspective as the sub-
committee, we have a special interest in learning the pros and cons
to data mining technology as well as how its use could be or is
being expanded at the Federal level.

We appreciate the participation of today’s witnesses as they pro-
vide tremendous information to the subcommittee on this impor-
tant topic, and we thank you again for taking the time out of your
busy schedules. Today’s hearing can be viewed live via WebCast by
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going to reform.house.gov and clicking on the link under “Live
Committee Broadcast.”

As we await the ranking member from Missouri, I want to recog-
nize our vice chair, Candace Miller from Michigan, for her opening
statement. Gentlelady from Michigan.

[The prepared statement of Hon. Adam H. Putnam follows:]



TOM DAMIS, VIRGINIA HENRY A WAXKAN, CALIFORK
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Congress of the United States
| Representatives

SUBCOMMITTEE ON TECHNOLOGY, INFORMATION POLICY,
INTERGOVERNMENTAL RELATIONS AND THE CENSUS
Oversight Hearing

Hearing topic: “Data Mining: Current Applications and Future Possibilities”

Tuesday, March 25, 2003
9:30 a.m.
Room 2154 Rayburn House Office Building

OPENING STATEMENT

Good morning and welcome to the first in a planned series of hearings addressing the important
subject of data mining technology...or “factual data analysis” as some might refer to it. There are a
number of proven uses for this technology, which has played a prominent role in many arenas, public
and private, for years. This morning we will seek to define the technology itself and examine the
parameters of its application. It is no secret that some have expressed concerns about the role of data

mining, particularly in the context of potential privacy intrusions.

We will atterapt to explore the manner in which this technology will continue to be a valuable
tool in a variety of governmental uses...not just those of national security while also acknowledging the
public interest in protecting the privacy of personal information. Data mining is a technology that
facilitates the ability to sort through large amounts of information through database exploration, extract
specific information in accordance with defined criteria, and then identify patterns of interest to its user.

As I understand the technology, a user has the ability to tailor a data mining program to a
particular purpose by selecting a number of different databases to search, and setting the criteria for the
search. Data mining technology has been utilized successfully for many years in both the private and
public sectors to identify and analyze useful data that might otherwise be overlooked or inaccessible.
Examples of the variety of commercial or governmental uses associated with data mining software
would include; businesses being able to develop a targeted marketing campaign in an effort to identify
prospective customers; government agencies expanding opportunities to track down tax evaders;
detection of Medicaid and Medicare fraud and corporations utilizing this tool to estimate spending and

revenue more accurately, just to name a few.

For instance, a mortgage refinancing lender may seek to determine potential candidates for their
services by attempting to identify mortgage holders who have lived in their homes for a certain period of
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tire, in a particular geographic location, with a market value range of property at a certain level, in
order to target a special refinancing rate offer.

As you can imagine, this kind of technology is invaluable to a number of institutions. Because it
is such a vast and evolving field, the Subcommittee is interested in exploring the various uses and effects
of this technology and in subsequent follow up hearings addressing more particular applications.

While data mining may have many legitimate and worthwhile uses, we must always be vigilant
of any potential encroachment on the privacy of the American public. We have great responsibilities as
elected officials. 'We must protect the American ideals of life, liberty and freedom. At times these
ideals would seem to come into conflict with each other and it’s our job to ensure that we do all we can
to protect the public while maintaining the faith entrusted to us by the Founding Fathers - to protect the
right of the people to privacy and freedom. Ben Franklin once said, those that would give up freedom

for security, deserve neither.

Today, we have a number of expert witnesses on data mining that will provide us with their
professional insight. I'd like to welcome:

e The Honorable Paula Dockery, Florida State Senator;
e Dr. Jen Que Louie, President, Nautilus Systems, Inc.;

* Mark Forman, Associate Director, Information Technology and Electronic Government,
Office of Management and Budget;

s Mr. Gregory D. Kuotz, Director Financial Management and Assurance, U.S. GAQ; and,

» Jeffrey Rosen, Associate Professor at the George Washington University Law School,
Legal Affairs Editor of The New Republic.

Interest in expanding the use of this technology at the Federal level of government has become
more widespread as we look to use modern technology to improve intergovernmental communications
and national security. From our oversight perspective as the Subcommittee on Technology and
Information Policy, we have a special interest in learning the pros and cons to data mining technology as
well as how its use could be...or is being... expanded at the Federal level.

‘We appreciate the participation of today’s witnesses as they provide valuable information to the
Subcommittee on this important topic. Thank you again for taking time out of your busy schedules.

Today's hearing can be viewed live via WebCast by going to http://reform.house.gov and
then clicking on the link under “Live Committee Broadcast”.
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Mrs. MILLER. Thank you, Mr. Chairman.

I want to thank the witnesses for coming today, and Mr. Forman,
good to see you again. I'm sure this committee will be seeing cer-
tainly a lot of you.

As I mentioned at the last committee hearing, I am so particu-
larly interested in the subjects, and this data mining is a fascinat-
ing one. I had been the Secretary of State in Michigan where not
only did I have the elections there with all the registered voters,
I also did the motor vehicle administrative kinds of things. We had
a big data base in our State with everybody who had a boat, a
snowmobile, and a trailer and a car and a truck and everything,
and there was always a lot of consternation about what was gov-
ernment doing with this information; who had the information; for
what purposes. If you wanted to get licensed in Michigan, you had
to give me certain amounts of information. But what was govern-
ment doing with it and what was the citizens’ expectation of what
we would do with all of that data?

There was a time when our State—and I know many States still
do this—sell the information. It is a huge revenue source, of course.
But I don’t think citizens are normally expecting that the govern-
ment will be selling their personal and private information. And so
there is a consternation about who can access the information, how
will it be massaged, how will it be utilized, and certainly on the
part of the citizens, invasion of personal privacy by “Big Brother,”
by government.

As we march down the information highway, sometimes there is
a slippery slope there that I think all of us in government at the
Federal level, the State level, the county level, anyone that has
interaction with these various data, that we always keep that up-
permost in our mind about invasion of personal privacy.

With that being said, the technology is certainly out there and
it can be utilized to make huge advances in society, and there are
so many things in every layer of government that could be done so
much better if we were able to use the technology properly. So I
am very pleased to see you all today. Thank you for coming. I cer-
tainly look forward to hearing your testimony this morning. Thank
you.

Mr. PurNaMm. 1 thank the gentlelady. She brings tremendous ex-
perience from her days as Secretary of State and work in bringing
that office into the Information Age.

We are joined by a former mayor, the gentleman from Ohio, Mr.
Turner. For your opening statement you are recognized.

Mr. TURNER. Thank you, Mr. Chairman. I am particularly inter-
ested in this area. NCR is located in Dayton, OH, which is a lead-
ing technology company in this issue of data mining for the private
sector. And recently they hosted a forum on the issue of data min-
ing applications, taking them from the private sector and applying
them to government issues. And it was an interesting discussion
because they began in telling us that Wal-Mart, at the end of the
day, can tell us how many socks they have sold; but we are not nec-
essarily able to tell ourselves, in reference to foreign visitors, how
many visas have expired today and who they are.
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So the possible applications of data mining on very simple tasks
that clearly do not violate issues of privacy is a wide open field
which we need to pursue vigorously.

Also the issue that was fascinating to me in their discussion is
how you look at the process of data mining, not looking first at
what data that you have, but looking at what questions do you
want answered, and that the issue of technology is there. The issue
of the application of technology is demonstrated in the private sec-
tor; the issue before us in government is to begin the process of
asking what questions do we need to know answers to and then
turning to the experts in data mining that have applied it in the
private sector to assist us so we can have those answers in the pub-
lic sector.

Thank you.

Mr. PurNAM. I thank the gentleman.

We will now take the testimony from the witnesses. Each has
been very gracious to prepare written testimony which will be in-
cluded in the record of this hearing. And I have asked each of you
to summarize your presentation into 5 minutes, if you could, to
leave ample time for questions and answers. Witnesses will notice
that there is a timer with a light on the witness table. Green light
means you begin your remarks, the yellow light means it’s time to
wrap up, and the red light means that we hit the ejection seat.

In order to be sensitive to everyone’s time schedule, we ask that
you cooperate with us in our time schedule. As is the policy of the
Committee on Government Reform, all witnesses will be sworn in.
So I'll ask you to rise, please, and raise your right hands.

[Witnesses sworn.]

Mr. PurNaM. All witnesses responded in the affirmative. Thank
you.

I would like to introduce our witnesses first and then call on
them for their testimony, followed by questions. We begin our panel
with an old colleague of mine and a very dear friend from Florida,
State Senator Paula Dockery. Florida is one of the States where
data mining techniques have been used in several areas, and quite
successfully. Senator Dockery’s experience will lend a very helpful
perspective to us today. She serves as majority whip in the Senate
as well as chairman of the Committee on Homeland Security and
Seaports. Senator Dockery, welcome to the committee and we look
forward to your testimony, please.

STATEMENT OF STATE SENATOR PAULA DOCKERY, MAJORITY
WHIP, FLORIDA STATE SENATE

Ms. DoCKERY. Thank you, Mr. Chairman, and good morning, Mr.
Chairman and members of the committee. Thank you very much
for the opportunity to be here today not only to share with you
what we think we are doing right in the State of Florida, but also
to be part of this distinguished panel and to learn from the experts
to my left. I apologize in advance. I'm going to be reading so I can
make my time limit, and I'm going to probably have to read pretty
fast because I timed it at 7 minutes. But I would like to get started
with that.

The issue of enhanced information sharing by our law enforce-
ment and public safety professionals is at the forefront in our war
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against terrorism in our efforts to keep America safe. Florida, I be-
lieve, has taken a strong leadership role in this effort, one that can
serve as a model for other States. This model and its reliance on
data mining is the focus of our discussion today.

Florida uses the term “factual data analysis” to describe this in-
formation processing system. This process includes the collection of
information from multiple sources. Once this information is proc-
essed, analyzed, and evaluated, the resulting products represents
the intelligence needed to assist law enforcement. Intelligence can
then can be used in a proactive and preventive approach to detect
criminal patterns, crime trends, modus operandi, financial criminal
activity and criminal organizations.

Data collection is much different today than in years past. The
number of data bases and the information contained there is im-
mense, as is the ability to effectively and efficiently analyze avail-
able data in a timely manner. The results can be overwhelming.
Factual data analysis plays a crucial role in filtering the vast quan-
tity of information by separating the significant data from the in-
significant data. Some individuals and groups voice concern for per-
ceived loss of privacy and a perceived attempt to foster the exam-
ination of private information.

Florida’s law enforcement efforts are aimed at utilizing only that
specific data which law enforcement already has a legal right to
use, while doing so in a proficient, professional, and expeditious
manner. Many safeguards have been implemented to ensure appro-
priate use of information. These include user name and password
protection, user training, agency user agreements, system audits,
quality control reviews and established purge criteria.

Florida’s intelligence criminal systems are operated in compli-
ance with standards established by 28 Code of Federal Regulations,
Part 23. This regulation was written to protect the privacy rights
of individuals and to encourage and expedite the exchange of crimi-
nal intelligence information between and among law enforcement
agencies. The regulation provides operational guidance for law en-
forcement agencies in five primary areas.

Prior to the September 11th attacks, Florida utilized factual data
analysis on criminal investigations through the Financial Crime
Analysis Center at the Florida Department of Law Enforcement.
The Center integrates and analyzes financial data in partnership
with local and Federal criminal justice agencies to identify and
combat financial crimes.

The Center has developed a “data warehouse” which contains in-
formation from various sources already available to law enforce-
ment. As part of the analytical process, the Center utilizes special-
ized software to identify anomalies associated with financial trans-
actions. Analytical personnel and investigators then examine the
results to determine if the information is related to a crime. The
software currently used by law enforcement agencies provides a
graphical representation of suspicious activity identified by finan-
cial services companies. This method ensures that the user does
not see individual records, only the result, a safeguard that we be-
lieve is very important.

The pattern of behavior is a key element of the decision process
of whether to investigate further. Users of this system are trained
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to identify behaviors of known criminal activity during all stages
of money laundering. It is important to note that by FDLE guide-
lines, reasonable suspicion is necessary before initiating an inves-
tigation.

When reasonable suspicion is developed, analyzed data are sup-
plied to local State and Federal law enforcement agencies as well
as to other States for possible investigation. This proactive ap-
proach results in increased team work amongst law enforcement
entities as well as a force multiplier effect for the investigative
process. FDLE agents regularly travel to other States to investigate
common targets.

Arizona and Florida are known as the two most effective States
in conducting these types of proactive investigations.

After the September 11th attacks, FDLE integrated this process
and applied it toward the fight against terrorism. FDLE employed
the assistance of public corporations that have access to civil data
records. In certain domestic security related situations, FDLE has
contracted with nationally recognized public search businesses to
analyze the records based on criteria supplied by law enforcement.
After the data is processed, the results are provided to law enforce-
ment for further review. To ensure that the results are as indic-
ative as possible, a mathematical analysis is used and includes as
many as 14 criteria, producing a probability score for criminal be-
havior. Prior to additional investigation or dissemination, intel-
ligence analysts and investigators examine only the results with
the highest scores. This information can be used to identify, locate,
target and monitor terrorists and other criminals. This ability is es-
sential if future terrorist events are to be prevented.

Florida has partnered with a vendor, Seisint Technologies, to
provide the data analysis tools using both public and private data.
Over several years, Seisint Technologies has acquired technology
and data for multiple sources useful to law enforcement. Following
the terrorist attacks of September 11th, Seisint focused on helping
local State and Federal law enforcement agencies locate and track
individuals who might be a threat to the United States. As a result
of their partnership with Florida law enforcement, a customized in-
vestigative tool was developed. This system has already proven
useful in that a review of the known information intelligence and
reported activities of the 19 hijackers associated with the terrorist
events of September 11th identified several common and associated
variables. This system has proven useful in Florida, but the need
for timely sharing and exchange of information nationwide remains
a critical need.

Mr. PutNAM. Thank you Senator Dockery.

[The prepared statement of Ms. Dockery follows:]
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TESTIMONY OF THE HONORABLE PAULA B. DOCKERY, FLORIDA STATE SENATOR,
BEFORE THE SUBCOMMITTEE ON TECHNOLOGY, INFORMATION POLICY,
INTERGOVERNMENTAL RELATIONS AND THE CENSUS
COMMITTEE ON GOVERNMENT REFORM

THE HONORABLE PAULA B. DOCKERY
Chairman, Senate Committee on Home Defense, Public Security and Ports
The Florida Senate, District 15

Tuesday, March 25, 2003
Room 2154, Rayburn House Office Building
Washington, D.C.

Good Morning, Mr. Chairman and Members of the Subcommittee on Technology,
Information Policy, Intergovernmental Relations and the Census. It is an honor to be
here to testify before you this morning at a time when our nation faces such a
challenging situation. As a member of the Florida Senate, | hope my comments here
today will give you insight into the important work being performed in states around this
nation to support the war on terrorism. As you will see, Florida has seized the initiative
in this fight for the protection of our homeland.

The issue of enhanced information sharing by our law enforcement and public safety
professionals is at the forefront in our war against terrorism and our efforts to keep
America safe. Florida has taken a strong leadership role in this effort, one that can
serve as a model for other states. This model and its reliance on data mining is the
focus of our discussion today.

Factual Data Analysis

Data mining is a technological process, which provides the ability to sort through and
analyze massive amounts of data in a systematic and logical manner. The core
elements of this powerful analytical tool are data systems, decision trees, deviation
detection, algorithms, and image analysis.

Florida uses the term Factual Data Analysis to describe this information processing

system. This process includes the collection of information from multiple sources.
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Once this information is collected, it is then processed, analyzed and evaluated
resulting in the infelligence needed to assist law enforcement. This intelligence can then
be used in a proactive and preventative approach to detect criminal patterns, crime
trends, modus operandi, financial criminal activity, and criminal organizations.

Data collection is much different today than in years past. The number of databases
and the information contained therein is immense. Factual Data Analysis plays a critical
role in filtering the vast quantity of information by separating significant data from
insignificant data. This analysis is crucial to effectively and efficiently analyze available
data in a timely manner. Without a defined analysis method, the quantity of potential
information results could be overwhelming.

Privacy Safeguards

Some individuals and groups voiced concern for a perceived loss of privacy and a
perceived attempt to foster the examination of private information. Florida's law
enforcement efforts are aimed at utilizing only that specific data which law enforcement
already has a legal right to use, while doing so in a proficient, professional, and
expeditious manner. Many safeguards have been implemented to ensure appropriate
use of information. These include user name and password protection, user training,

agency user agreements, system audits, quality control reviews and established purge
criteria.

Florida’s criminal intelligence systems are operated in compliance with standards
established by 28 Code of Federal Regulations (CFR) Part 23. This regulation was
written to protect the privacy rights of individuals and to encourage and expedite the
exchange of crimina!l intelligence information between and among law enforcement
agencies. The regulation provides operational guidance for law enforcement agencies
in five primary areas: submission and entry of criminal intelligence information; system
security; inquiry; dissemination; and, review and purge process.
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Application of Factual Data Analysis: Financial Crime Analysis Center

Prior to the September 11th attacks, Florida utilized Factual Data Analysis on criminal
investigations through the Financial Crime Analysis Center (FCAC) at the Florida
Department of Law enforcement (FDLE). FCAC integrates and analyzes financial data

in partnership with local and federal criminal justice agencies to identify and combat
financial crimes.

FDLE's FCAC has developed a "data-warehouse" which contains information from
various sources already available to law enforcement. As part of the analytical process,
the Center utilizes specialized software to identify anomalies associated with financial
transactions.  Analytical personnel and investigators then examine the resuits to
determine if the information is related to a crime. The software currently used by law
enforcement agencies provides a graphical representation of suspicious activity
identified by financial services companies. This method ensures that the user does not
see individual records, only the result - a safeguard we believe important. The pattern
of behavior is a key element of the decision process of whether to investigative further.
Users of this system are trained to identify behaviors of known criminal activity during all
stages of money laundering. It is important to note that, by FDLE guidelines,
reasonable suspicion is necessary before initiating an investigation.

When reasonable suspicion is developed, analyzed data are supplied to local, state and
federal law enforcement agencies, as well as to other states, for possible investigation.
This proactive approach results in increased teamwork amongst law enforcement
entities as well as a force multiplier effect for the investigative process. FDLE agents
regularly travel to other states to investigate common targets. Arizona and Fiorida are

known as the two most effective states in conducting these types of proactive
investigations.

Arizona has identified tens of millions of dollars in laundering by illegal migrant

smuggling groups. Florida has discovered major international narcotics smuggling
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rings: Jamaican networks that move millions in narcotics; international organizations

trafficking in heroin; and even suspicious money transactions that identified dozens of
victims of Nigerian fraud scams.

Application of Factual Data Analysis: Terrorist Investigations

After the September 11th aftacks, FDLE integrated this process and applied it toward
the fight against terrorism. FDLE employed the assistance of public corporations that
have access to civil data records. In certain domestic security related situations, FDLE
has contracted with nationally recognized public search businesses to analyze their
records based on criteria supplied by law enforcement. After the data is processed, the
results are provided to law enforcement for further review. To ensure that the results
are as indicative as possible, a mathematical analysis is used and includes as many as
14 criteria, producing a probability score for criminal behavior. Prior to additional
investigation or dissemination, intelligence analysts and investigators examine only the
results with the highest scores. This information can be used to identify, locate, target
and monitor terrorists and other criminals. This ability is essential if future terrorist
events are to be prevented.

Florida has partnered with a vendor, Seisint Technologies, to provide the data analysis
tools using both public and private data. Over several years, Seisint Technologies has
acquired technology and data from multiple sources useful to law enforcement.
Following the terrorist attacks of September 11th, Seisint focused on helping local,
state, and federal law enforcement agencies locate and track individuals who might be a
threat to the United States. As a result of Seisint's partnership with Florida law
enforcement, a customized investigative tool was developed. This system has already
proven useful in that a review of the known information, intelligence and reported
activities of the 19 hijackers associated with the terrorist events of September 11
identified several common and associated variables. This system has proven useful in
Florida, but the need for timely sharing and exchange of information nationwide remains
a critical need.
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Project MATRIX

This critical need for timely sharing and exchange of information nationwide is being
addressed with a pilot project: the Multistate Anti-Terrorism Information Exchange
(MATRIX). This effort, which is partially funded through a grant from the Department of
Justice, is a thirteen-state pilot project that utilizes Factual Data Analysis to increase
and enhance the exchange of sensitive terrorist and criminal intelligence information.
The project maximizes and integrates existing and proven technology while
appropriately disseminating information nationwide in a secure, efficient and timely
manner. The ulitmate goal is to expand this system to all states. implementation of this
pilot represents a critical component of a nationwide prevention plan. While some
skepticism exists, the results of data analysis are made available only to law
enforcement agencies, and then only on a need-to-know and right-to-know basis.

It is imperative that our law enforcement agencies have access to appropriate
information. We have demonstrated that prior to September 11th, Factual Data
Analysis was a successful tool for developing associations between people and
organizations, tracking and identifying financial inconsistencies, and proactively
partnering with other states and organizations. After the attacks, Florida joined forces
with Seisint Technologies to create a system that analyzes diverse information in
minutes, Such analyses would have taken hours, days or weeks prior to the utilization
of this new “Factual Data Analysis” tool.

Finally, through MATRIX, faw enforcement agencies nationwide will be able to maximize
efforts and better prepare for future activities. The ultimate goal is to ensure the safety
of our citizens. To this end, we should employ all the necessary tools to detect, prevent
and respond to criminal and terrorist activity.

Thank you for your time. | look forward to working with you on these complex issues.
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Mr. PuTNAM. I would like to introduce our next witness, Dr. Jen
Que Louie. He has spent over 25 years working with data analysis
systems, specifically with large data base systems, data
warehousing and data mining. Some of his projects include design-
ing, developing, and refining military logistics and C3I capability
models for the Department of Defense. He has designed and imple-
mented medical system diagnostic and analysis programs,
knowledge- and rules-based business systems, work flow process
and analysis systems, image management storage and retrieval
systems, and emergency management information systems. Dr.
Louie is president of Nautilus Systems, which is located in Fairfax,
VA. We look forward to your testimony. Welcome to the subcommit-
tee.

STATEMENT OF JEN QUE LOUIE, PRESIDENT, NAUTILUS
SYSTEMS, INC.

Dr. LoUIE. Good morning, Mr. Chairman and distinguished mem-
bers of the subcommittee. Thank you for the opportunity to testify
today on data mining current applications and future possibilities.
Other than my prepared statement, this is a quick summarization
of data mining in general.

It is difficult to come up with a universal definition for data min-
ing. One consistent focus of data mining has been basically that it
is an analytic process with an ultimate goal of prediction. You are
looking to find something that is going to be actionable, that is
going to get you somewhere. In a nutshell, data mining is an ex-
traction of knowledge or information from data. And at first glance,
this may not seem like a very powerful utility, but unlike mere
data, knowledge leads to incisive decisions and previously unknown
relationships that could have a bearing on your decision process.

Data mining, unfortunately, like artificial intelligence of the
early eighties, is getting a lot of media hype and we will call it
slightly exaggerated benefits or feasibility of it. And what I usually
tell my clients is the first fallacy is data mining tools. Data mining
is a process. It is not a specific tool, and the process will generally
raise more questions than it does produce answers. And while data
mining does have the ability to uncover patterns that can be re-
markable, it still requires a human with skills, analytical skills, to
interpret the meaning of what patterns you are looking at.

And my usual examples are a Dilbert cartoon where the market-
ing person is telling the CEO, “Our product is always seen with
people who have flu-like systems.” And the product development
team is the reason they have flu-like systems; it is because they
are taking the product. So how you interpret the data, how you
apply it is an important part of how you apply data mining.

Data mining is sometimes advertised and portrayed as being an
autonomous process; that once you have these rules that you don’t
require analysts, and that is another fallacy. Another fallacy is that
it will pay for itself very rapidly. While there is sometimes, we will
call it articles, portraying very high returns for the investment in
data mining, those are not very common. And yes, you can achieve
a lot of return on your investment with data mining. Credit card
fraud is one. Tax evasion is another. Money laundering. There are
several tools that are out in the market that require a lot of exten-
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sive capabilities. Our company has worked with FinCEN on clear-
ing a lot of their caseloads. Those, I would say, are great paybacks
for the amount of money invested in those areas.

Data mining also sometimes raises the question about missing
data. Sometimes the data that’s missing is more interesting than
the data that is there, and that provides some other insights. Meet-
ing your data mining expectations, planning is the single most im-
portant step in any data mining effort. You have to know and un-
derstand what the consumers of your information product need and
basically deliver it. Once you determine what that is, the next
thing in your investment in your data mining effort is the environ-
ment that you run it in. It should be what we call the best you can
get, the fastest you can get, the most storage you can get, and al-
ways allow yourself plenty of time to review and analyze the data
and look at all the facets that are there in order to determine that
you are delivering the right message, and it is actionable in the di-
rection that user needs that information to be.

So, my quick summation: Data analysis is concerned with the
discovery and examination of patterns and associations found with
data. There are various ways to achieve this objective, but all share
the same fundamental notion that patterns examined are present
in the data. Also remember that what is not in data can be just
as interesting in certain situations, and more useful to know.

Data mining is a process that involves multiple analytical tools,
methodologies driven by the needs of the information product’s con-
sumer. The quality of information is directly proportional to the
trustworthiness and quality of that data. The confidence of the pre-
diction is dependent upon the data mining practitioner’s subject
matter expertise and insight to deliver actionable results. The data
mining process is highly computational, takes time; therefore, plan-
ning the approach and selection of tools is influenced by the needs
of the consumer. Thank you.

Mr. PurNAM. Thank you very much, Dr. Louie.

[The prepared statement of Dr. Louie follows:]
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Data Mining: Current Applications and Future Possibilities

Testimony before the Subcommittee on Technology, Information Policy,
Intergovernmental Relations and the Census, March 25, 2003

Jen Que Louie, President, Nautilus Systems, Inc.

Thank you Mr. Chairman, Mr. Ranking Member, and other members of the Committee
on Government Reform for the opportunity to testify today on the subject of “Data
Mining: Current Applications and Future Possibilities.” I will summarize my thoughts
briefly in the first pages of my prepared statement and opening remarks, and include
more detailed explanation about what data mining is, dispel some of the fallacies about
data mining, and finally address what is required for successful data mining analysis
and meeting your data mining expectations.

What Is Data Mining?

Depending upon whom you ask, a universal definition of what data mining exactly is
can be next to impossible. While the definition seems to be in constant metamorphosis,
data mining is an analytic process, whose goal is prediction. The data mining process
applies one or more algorithms (computations, queries, links, or sorts) to explore
extremely large volumes of data in the hope of discovering patterns and identifying
relationships, that were previously unknown, and ultimately make a prediction.

In a nutshell, data mining is the extraction of knowledge or information from data.
Apparent as it may seem at first glance, this concept is a deceptively powerful one.
Unlike mere data, knowledge can (1) lead to incisive decisions and (2) reveal previously
unknown relationships.

Data Mining Fallacies

The first fallacy is that there are “data mining tools.” In fact, data mining is a process.
With data mining, you do not just turn loose a plethora of analytic tools, and thus find
answers. In reality, data mining will raise more questions. While data mining's ability to
uncover data patterns can be remarkable, it requires human skills to interpret the
results accurately.

A second fallacy is that the whole data mining process can be autonomous and does not
require an analyst once a pattern or set of rules has been identified. This is only true for
the specific instance, which the rules were generated from. For example, if a minimum
purchase is made with a credit card and that transaction is followed by the purchase of
expensive items, then there is a high probability that the credit card is stolen. This rule
is only applicable to identifying possible credit card fraud.

A third fallacy is that the savings realized using data mining pays for itself very rapidly.
That depends on what “rapidly” means, along with the cost of the tools, the
computational engine, the analyst’s time, and your business operation model. Generally
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speaking, data mining is computationally intensive and returns a lift of less than one
percent to the bottom line.

A fourth fallacy is that advertised data mining packages are “easy to use and intuitive.”
Very unlikely, but if you understand the problem you are trying to answer and the tool
or tools meet those needs - you are very lucky. Chances are you will require someone
with subject matter expertise who is intuitive, analytical, and mathematically inclined to
view the overall process, analyze the results, and then make those results actionable
events.

Successful Data Mining Analysis
“Data mining is more about letting the data speak for itself,” Linoff! says.

Data mining differs from other traditional analytical processes by the way data is
queried. An analyst using traditional analytical processes usually approaches the
problem by constructing a hypothesis or identifying the specific needs to be addressed
and using the data available to prove or disprove the hypothesis. Data mining, by
comparison, involves targeting a specific problem and using algorithms to form general
hypotheses that may expose patterns and relationships that were previously unseen. On
the whole, data mining is more predictive in nature than traditional tools that tend to
either support or disprove a hypothesis.

An example of how data mining differs from a traditional analysis approach of
querying available data may be useful. Let us say that a school district administrator’s
student information database contains historical data about the students enrolled in that
district’s schools. The administrator wants to know how test scores vary among
students from different economic backgrounds. The administrator uses the available
data and formulates a query.

A query using a traditional approach may be structured something like: “High school
students from low-income households tend to score lower on tests than students from
high-income households. Is this true?” The analyst would then generate the appropriate
query language for the student information database and generate a report that either
supports the hypothesis as correct or wrong. The data might show that students from
low-income households do score lower on tests, but overall, the results do not provide
much more related information.

Applying the data mining process to the same student information system may identify
related information that provides more insight and value. The results might show
students from low-income households do tend to score lower on tests; but at the same
time, it may also point to other reasons contributing to this pattern. The data mining
process might group students who have part-time jobs, come from single-parent
households, are not enrolled in a tutorial program, have a learning disability, have
recently moved to that school district, or are frequently absent, as factors that contribute
to low test scores. Data mining identifies relationships and interdependencies affecting
an objective - subject course grades.
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Although my example is simple, it illustrates how data mining can unearth unseen and
often overlooked pieces of information. This identified information is now actionable
information that the administrator can use to apply solutions to the problem.

Putting Data Mining to Use

Over the past few decades we have collected more and more data, to the point that we
have no idea what we have. However, with the availability of affordable fast
computational processing capabilities in recent years, data mining can make sense of
this data for specific business, educational, intelligence or other purposes.

The one significant shortfall of data mining is that it requires massive quantities of data
to be effective. The quality of the prediction is directly proportional to the quality
(trustworthiness) and quantity of the data, and the final value of the prediction is
dependent on the data mining practitioner’s subject matter expertise and insight to
deliver actionable results.

When What Is Missing Is What Is Interesting

Sometimes while mining data, the data mining process will kick out an anomaly or flag
trends and patterns that should be in the data. The data mining practitioner, on review,
will either ignore it or follow the thread. Why does it matter?

Case study: The state of California appears to have as many as half a million residents
that fail to file state income taxes. Through the use of data mining, the California
Franchise Tax Board is able to identify the fraudulent practice of not filing taxes. This
was accomplished by examining past tax returns (historical data) and third-party data
(Federal W-2 forms). The state of California was able to determine who should have
filed a return. 2 The use of historical and third party data makes it relatively easy to
determine expected trends and patterns and then detect the absence of them.

The goal here was to identify the absence or lack of a pattern in data, and it is this
absence that is flagged as truly interesting, This approach may prove to be especially
valuable.

Technology Used By Data Mining Practitioners

The technologies used by data mining practitioners are primarily based on statistical
methods such as linear regression, factor analysis, and distribution analysis. The data
mining process has extended these foundation algorithms to include more complex and
innovative tools that can identify frequencies, associations, temporal events, and
patterns from data being mined.

Tools that are used in connection with data mining are often categorized by their
origins, and usually consist of methods (processes) involving neural networks,
clustering, decision trees, classifications, linked lists, correlation, and other numeric
methods.
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Neural networks use artificial intelligence (AI) or machine learning processes, which
use deductive reasoning, make intelligent estimates, and learn by example.

Decision trees, originally developed for operations research, provides best-fit logical
path solutions.

Classification and clustering algorithms provide methods for explicit data
segmentation. One of the most publicized instances of clustering is in the
Geographic Information System (GIS) field, where analysts can, with startling
accuracy, identify relative consumption of products within counties and ZIP codes.

Linked lists map the relation to any data point; for example, parents to their children,
children to their spouses, resulting in another cycle of parents to their children. This
is applicable to following money, identify potential laundering, or other types of
fraud.

Correlation matrixes match the same data elements on the X-axis and Y-axis. For
example, we list phone numbers on the X and Y-axis, and at every intersecting point
we enter the number of times (frequency) that the other number calls a particular
number. When we graph the matrix, you will be able to visualize the
communication relationships. In other words, we might see that groups of
subscribers by geographic areas call the same pharmacy, transportation schedule
recording, or weather report. This information could be utilized to schedule
preventative maintenance or upgrades, or evaluate communication equipment
utilization by area.

Data cubes or Multi-Dimensional Database (MDDB), are often categorized as a data
mining product. An MDDB is a repository holding aggregations of data in cells
which are the intersection of multiple dimensions (time, geography, product,
customer) of the data.

OLAP (On-Line Analytical Processing) is usually associated with MDDB and has the
ability to analyze data across multiple dimensions in a timely manner, in order to
support critical decision making.

Numerical methods in a broad generalization encompass all data mining processes
and applications.

Hybrid Tools

o CART is a proprietary algorithm developed by Salford Systems, Inc. that uses a
nontraditional decision tree methodology. It has a high degree of automation
{requires only moderate supervision by the analyst), and has the ability to handle
arbitrarily complex data structures. Salford Systems claims that a novice-
generated first iteration CART model is often as good as a neural net model
developed by an expert.

o Eigen analysis is a multivariable statistical procedure that may be either a
prediction or classification technique. It is also capable of discrimination analysis,



21

partial correlation, multiple regression, principal component analysis, and factor
analysis.
o Origams® is a hybrid link analysis application developed on the concept of data-

cartography that maps the relationship of data points to each other in a visual
representation.

o Information mapping* is based on research into how the human mind actually
reads processes, remembers, and retrieves information. Nautilus Systems’
hyperbolic directory applies information-mapping principles in breaking
complex information into its most basic elements and then presents those
elements optimally for users. The result is a set of precisely defined information
modules that are consistent from author to author and document to document.

o Intelligent agents are autonomous software computer programs which can dig
through data repositories unsupervised and returned with the requested
information, monitor for changes in data, or even track who is requesting the
data element.

o Taxonomy-directed intelligent agents are capable of human-like understanding of
text, and can modify the agent’s behavior and responses accordingly. This
software application, when combined with TRW’s FDF® 4 processor, is the
fastest, most accurate adaptive information filtering system in the world. It is
designed to search, filter and categorize massive quantities of free (i.e.,
unindexed) text and distribute the search results to multiple users. A single
FDF® 4 chip contains 96 parallel processors, with more than a million transistors
on each chip. Paracel’ TextFinder™ uses the FDF® 4 chip, is commercially
available, each unit contains more than 12,000 processors, and multiple
TextFindert™ units can be easily clustered together to create a seamless,
integrated system that provides virtually unlimited scalability. Paracel’s
TextFindert™ has a proven track record as the undisputed leader in large-scale,
text-filtering applications.

Meeting Your Data Mining Expectations

Planning is the single most important step in any data mining endeavor. Know and
understand what the consumers of your information product need. Then get the best
you can afford hardware and software to enhance the environment that will meet your
analyst's performance expectations from the outset.

Data mining environments grow more complex and demanding, and sometimes in a
short span of time. Design your computational environment with scalability in mind. If
your system is not easily scalable, you will have serious performance bottlenecks and
major upgrading costs later.

Understand your consumer’s operational and information needs. The success of your
data mining efforts depends on how well you respond to the dynamics of your
consumer’s environment.
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Time is your worst enemy and faster computers do not necessarily translate into faster
insight. Remember, it takes a woman nine months to produce a baby, and no matter
how hard you try, you cannot get nine women to make a baby in one month. Allow
time for quality assurance and review before delivery of the information product.

Do not underestimate the need for training. Even the brightest science and international
law graduates can be shockingly unprepared to take advantage of the tools you are
providing them. Do not assume a level of expertise they may not have. Be prepared to
provide a substantial amount of training, especially in the area of turning strategic
questions into structured queries.

Summation

Data analysis is concerned with the discovery and examination of patterns and
associations found in the data. There are various ways to achieve this objective, but all
share the fundamental notion that patterns to be examined are present in the data. Also
remember that what is not in the data can be just as interesting and in certain situations
more useful to know.

Data mining is a process that involves multiple analytic tools and methodologies,
driven by the needs of that information product’s consumer.

The quality of the information product is directly proportional to the trustworthiness
and quantity of the data available.

The confidence of the prediction is dependent on the data mining practitioner’s subject
matter expertise and insight to deliver actionable results.

The data mining process is highly computational and takes time. Therefore, planning
the approach and the selection of tools is influenced by the needs of the consumer.

* Michael Berry and Gordon Linoff are co-authors of several books on data mining, including “Mastering
Data Mining” and “Data Mining Techniques For Marketing, Sales, and Customer Support.” They are also
the founders of Data Miners<http:/ / www.data-miners.com>, a consultant agency specializing in data
mining training and planning.

2 Round table discussion at Salashan "99 High Performance Computing Conference, statement made by
Dr. Inderpal Bhandari, founder and CEO of Virtual Gold, Inc., <http:/ / www.virtualgold.com/>and
internationally recognized expert in data mining,

3 Presentation by Jen Que Louie at: KDD-99: The ACM SIGKDD International Conference on Knowledge

Discovery and Data Mining, entitled “Origami: A New Data Visualization Tool”, by Jen Que Louie and
Tom Kraay, Mission Valley Marriott Hotel, San Diego, California, August 15-August 18, 1999.

4 Robert E. Horn, while a student at Harvard University and Columbia University, conducted research
about how readers deal with large amounts of information. This resulted in a standard approach for
communicating information, which is based on learning theory, human factors engineering, and
cognitive science.

5 Paracel Inc. <http:/ / www.paracel.com/>
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Mr. PuTrNAM. Our next witness is Mark Forman. He served as
Associate Director for Information Technology in E-Government for
the Office of Management and Budget, a position he has held since
June 2001. He is effectively in charge of information technology
oversight for the entire Federal Government. And his—he has a
background in the private sector from Unysis and IBM as well as
work at the Senate Governmental Affairs Committee staff. He is an
invaluable resource on all of our IT issues, and we believe his in-
sight from the Federal perspective will be enlightening to us as
well. So with that, Mr. Forman, you are recognized.

STATEMENT OF MARK A. FORMAN, ASSOCIATE DIRECTOR, IN-
FORMATION TECHNOLOGY AND ELECTRONIC GOVERN-
MENT, OFFICE OF MANAGEMENT AND BUDGET

Mr. FOorRMAN. Thank you, Mr. Chairman, and members of the
subcommittee. Thank you for the opportunity to appear and to dis-
cuss the administration’s views on data mining. And I also want
to thank you for taking a very rational, well-balanced approach in
exploring data mining issues and opportunities. While there are
many definitions of data mining, the committee’s definition is gen-
erally accepted and we believe helpful in defining the issues and
its challenges.

I would like to start by talking about private sector uses how we
are using it in the Federal Government, and then the challenges
and opportunities. The private sector uses data mining to make
sense of a wide breadth of data. Some examples are customer rela-
tionship management. Applied to customer relationship manage-
ment, data mining is used to analyze disparate customer data and
provide insights into customer needs and wants. Companies that
use data mining shorten response time to market changes, which
allows for better alignment of their products with the customer
needs. They do this to increase revenue performance and allocate
investment to products that meet customer demand effectively.

Fraud detection. Companies use software that provide com-
prehensive transaction-level financial reporting and analysis to
support automatic fraud detection and proactive alerting.

Retail analysis and supply chain analysis. Companies such as
Wal-Mart are broadly recognized for analyzing sales trends. Retail
analysis and supply chain analysis can be used to predict the effec-
tiveness of promotions, decide which products to stock in each
store, and help managers understand cost and revenue trends in
order to adjust pricing and promotion in anticipation of changes in
marketplace conditions.

Medical analysis and diagnostics. The health care industry uses
analysis to predict the effectiveness of surgical procedures, medical
tests and medications. High-risk segments of the population can be
identified and targeted for proactive treatment. The result is im-
proved quality of life for patients, reduced stress on hospitals and
insurance providers using such activities as proactive approaches
to healing, I think it is fair to say, and I have many more examples
of the commercial use of data mining. All of them deal with how
fast we can understand what customers need, and the Federal Gov-
ernment would be well advanced to be able to respond more quickly
to what our citizens need.



24

So I will turn now to the government applications of data mining
and go through some of the examples and more of the effects, both
the way we deal with the citizens and how we manage the govern-
ment.

The Federal Government analyzes data that has been collected
from the public for several purposes, including determining the eli-
gibility of applicants for Federal benefits, detecting potential in-
stances of fraud, waste, and abuse in Federal programs and for law
enforcement activities. Some of this analysis is facilitated by data
mining.

So let us talk through a few of the examples. First, financial
management. Poor management practices create opportunities for
a wide range of fraud and abuse in the use of government travel
and purchase cards. Several agency inspector general investiga-
tions have used data mining-type tools to document inappropriate
purchases and misuse of cards. OMB is taking and will continue
to take substantive affirmative steps to ensure agencies improve
their internal control systems to monitor expenditures appro-
priately.

Human resource management. One of the 24 E-Government ini-
tiatives, which we call the Enterprise H.R. Integration, and which
is managed by the Office of Personnel Management, is leading the
effort to provide a governmentwide data warehouse of H.R. infor-
mation to minimize the workload as employees move from one de-
partment to another. A key component of this is the E-Clearance
project. OPM and its partner agencies on the E-Clearance project
are using data mining to more quickly access information which
speeds up the overall security clearance investigation process.

Reducing erroneous payments and fraud detection. Data analysis
accomplished by the matching of electronic data bases between gov-
ernment agencies has been an important and successful tool for
identifying improper payments under Federal benefit and loan pro-
grams, as well as detecting potential instances of fraud, waste, and
abuse in the Federal programs. As highlighted in the President’s
2004 budget, agencies are now required to report the extent of erro-
neous payments made in the major benefit program. Through the
President’s Management Agenda Initiative for improving financial
performance, we are getting a hand on the problem of erroneous
payments. Furthermore, the administration has proposed several
pieces of legislation regarding the administration’s authority to
share data that will greatly improve efforts erroneous payments.

Policy analysis. The quality of policy decisions is a function of our
ability to correctly analyze enormous amounts of data that describe
a problem faced by modern society. For example, the Department
of Education mines data from a variety of student financial aid sys-
tems, permitting professionals to analyze Federal education pro-
grams quickly and easily without the time expense and burden on
citizens.

Law enforcement and homeland security. Federal agencies have
found data mining techniques to be an important tool for assisting
law enforcement in combating terrorism. For example, a system
such as the Department of Homeland Security’s Bureau of Customs
and Border Protection operates the Automated Commercial Envi-



25

ronment which utilizes a series of data mining tools to strengthen
border security efforts.

Benefits and pitfalls. While the use of data mining to access
timely data and to identify relationships that were previously
known as powerful tools for identifying errors, fraud, threats, etc.,
the application of such techniques to personal information raises
serious questions about privacy and how it should be protected. In
my written statement I focused on two areas. First, the data analy-
sis must be consistent with law. We monitor that with business
cases. Second, the Federal Information Security Management Act
further requires protection of the data under security processes and
techniques. Mr. Chairman, thank you.

Mr. PutNaM. Thank you very much.

[The prepared statement of Mr. Forman follows:]
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MARK A. FORMAN
ASSOCIATE DIRECTOR FOR INFORMATION TECHNOLOGY AND E-
GOVERNMENT
OFFICE OF MANAGEMENT AND BUDGET
BEFORE THE
SUBCOMMITTEE ON TECHNOLOGY, INFORMATION POLICY,
INTERGOVERNMENTAL RELATIONS, AND THE CENSUS
COMMITTEE ON GOVERNMENT REFORM
UNITED STATES HOUSE OF REPRESENTATIVES

MARCH 25, 2003

Mz, Chairman and Members of the Subcommittee,

Thank you for the opportunity to appear before the Subcommittee to discuss the
Administration’s views on data mining.

This committee has defined "data mining" as a "technology that facilitates the ability to
sort through masses of information through database exploration, extract specific
information in accordance with defined criteria, and then identify patterns of interest to
its user.” While there are many definitions of "data mining", the Committee’s definition is
generally accepted and helpful in defining the issue and its challenges. Additionally, data
warehouses are being used as the source of data for many data mining applications. A
data warehouse is a managed data repository of integrated, cleansed data whose source is
mainly transactional data. Data is aggregated from various sources and structured for the
use of analysis and reporting.

Commercial Types and Uses of Data Mining

The private sector uses data mining to make sense of the wide breadth of data that
companies and industries have available. Some examples of these uses:

o Customer Relationship Management/ Segmentation Analysis-- Applied to
Customer relationship management (CRM), data mining is used to analyze
disparate customer data and provide insight into customer needs and wants. Data
mining is used to analyze and segment customer buying patterns and to identify
potential goods and services that are in demand. Companies that use data mining
shorten response time to market changes, which allows for better alignment of
their products with their customers’ needs. They do this to increase revenue
performance and allocate investment to products that meet consumer demand
effectively.

o Fraud Detection — Companies use software that provides comprehensive,
transaction-level financial reporting and analysis to support automatic fraud
detection and proactive alerting. Software packages can also be used to detect
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anomalies, variances, and patterns in databases. For example,
BlueCross/BlueShield and other health care payers use data mining tools to catch
and prevent frandulent and abusive billing practices. BlueCross/BlueShield’s
solution can quickly search through millions of medical claims and detect
inappropriate billing practices with a high degree of reliability.

Retail Analysis and Supply Chain Analysis — Companies such as Wal-mart are
broadly recognized for analyzing sales trends. Retail analysis and supply chain
analysis can be used to predict the effectiveness of promotions, decide which
products to stock in each store, and help managers understand cost and revenue
trends in order to adjust pricing and promotions in anticipation of changes in
marketplace conditions. Data mining also allows supply chain tools to monitor
and analyze inventory trends, forecast product demand for replenishment, track
vendor performance and identify problems, analyze distribution network
efficiency, and understand supply chain costs and inefficiencies.

Medical Analysis/Diagnostics — The health care industry uses analysis to predict
the effectiveness of surgical procedures, medical tests, and medications. High-
risk segments of the population can be identified and targeted for proactive
treatment. For example, American Healthways relies on predictive modeling to
identify patient types who trend toward high-risk conditions, giving care
coordinators a proactive approach to healing. The result is improved quality of
life for the patients and reduced stress on hospitals and insurance providers.

Document Analysis (Text Mining) — Documents can be searched for information
and insights in a fraction of the time an individual will spend locating one
document. Document analysis involves analysis of text and structured and
unstructured data, organized by categories, to determine trends, pattern and
relationships and organized by categories. This can be highly effective in survey
analysis. Content management systems and software packages perform analyzes
on an organization’s information products to help companies control information
flows and work products. For example, Autonomy at BAE Systems aggregates
content from many sources in many different formats, structured or unstructured,
including their intranet and 10,000 news feeds per day. The goal is to personalize
the delivery of that information to each user, and to eliminate work duplication
and time-consuming searches. Autonomy antomatically alerts BAE Systems
employees to documents in the system that relate to what they're doing, or to other
employees in the company whose interests and expertise match their own.

Use of Decision Support Systems (DSS) -- Decision Support Systems may use
data mining to identify trends and present the information in intuitively useful
ways -- supporting more informed and effective decisions for business and
organizational activities. For example, one DSS solution for HR management is
now providing essential insights into The Bank of Scotland Group's HR activities
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worldwide, giving managers personnel and staffing information needed to make
hiring and placement decisions. Managers can determine if job turnover in a
particular area or occupation classification is higher than expected and investigate
influences on loyalty such as the physical working environment.

o Financial Analysis -- The insurance industry uses and data mining algorithms to
conduct risk analysis, such as evaluating actuarial experience studies for
mortality, withdrawal and disability, dynamically calculating exposures and
expectations for period ranges. For example, Canada Life performs timely and
accurate actuarial studies using a data warehouse and advanced data analysis
methods; the Generali Group uses data mining tools to manage financial market
risk and customer credit risk via a common analytical framework for rapid and
flexible analysis and reporting of risk exposure.

Government Applications of Data Mining

The Federal government analyzes data that has been collected from the public for several
purposes, including determining the eligibility of applicants for Federal benefits,
detecting potential instances of fraud, waste, and abuse in Federal programs, and for law
enforcement activities. Some of this analysis is facilitated by data mining. Here are a few
examples of agency uses of data analysis techniques and software:

o Financial management -- Poor management practices have created
opportunities for a wide range of fraud and abuse in the use of
government travel and purchase cards. Several agency inspector
general (IG) investigations have used statistical sampling processes
to document inappropriate purchases and misuse of these cards.
OMB is taking and will continue to take substantive, affirmative
steps to ensure agencies improve their internal control systems to
monitor expenditures properly.

o Human Resources Management - One of the 24 E-government
initiatives, the Enterprise HR Integration under the Office of
Personnel Management, is leading the effort to provide a
government wide data warehouse of HR information to minimize
the workload as employees move from one department to another.
A key component of this is the E-Clearance project — OPM and its partner
agencies on the E-clearance project are using data mining to more quickly access
information which speeds up the overall security clearance investigation process.
Given the backlog in clearances, this use of data mining is critical to our ability to
get staff for effectively and rapidly through the human resources management
processes.
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o Reducing Erroneous Payments and Fraud Detection - Data analysis
accomplished via the matching of electronic databases between government
agencies has been an important and successful tool for identifying improper
payments under federal benefit and loan programs, as well as detecting potential
instances of fraud, waste, and abuse in Federal programs. As highlighted in the
FY 2004 President’s Budget, agencies are now required to report the extent of
erroneous payments made in their major benefit programs. In addition, the last
decade has shown an increased reliance and increased spending on non-
discretionary social services, such as Medicare and Medicaid. These expenditures
-- and therefore the potential for improper payments -- are likely to increase
unless appropriate steps are taken to protect against errors and fraud. Through the
President’s Management Agenda initiative for improving financial performance,
we are getting a handle on the problem of erroneous payments. For example,
Medicare's erroneous payment rate has fallen from 6.8 percent to 6.3 percent and
the Food Stamp program reduced its national error rate from 8.9 percent to 8.7
percent. Just these small rate reductions prevented the waste of almost $1 billion.
Furthermore, the Administration has proposed several pieces of legislation
regarding the Administration’s authority to share data that will greatly improve
efforts to reduce erroneous payments.

o Policy Analysis — The quality of policy decisions is a function of our ability to
correctly analyze enormous amounts of data that describe a problem faced by
modern society. For example, the Department of Education mines data from a
variety of its student financial aid systems, including the Central Processing
System, Pell Grant Payment System and National Student Loan Data System,
permitting professionals to analyze Federal education programs quickly and
easily, without the time, expense, and burden on citizens of paper-driven surveys.

o Law enforcement and Homeland Security — Federal agencies have found data
mining techniques to be an important tool for assisting law enforcement
combating terrorism. For example, system such as the Department of Homeland
Security’s Bureau of Customs and Border Protection operates the Automated
Commercial Environment (ACE) can utilize a series of data mining tools to
strengthen border security efforts. ACE will provide the IT mechanisms for
making quick evaluations on whether particular people or goods should be
deemed high-risk or low-risk. Also, ACE will enable the Department of
Homeland Security and other Federal agencies to more precisely target for
inspection or investigation the highest risk people and cargo crossing the border.
Through tools such as ACE, agencies have the ability to instantaneously analyze
vast amounts of data and intelligence to see links among businesses and people,
thus revealing security threats that might otherwise have gone unnoticed.
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o Citizen access to government data -- Search sites such as the one available at
the FirstGov website provide a facility for searching vast amounts of unstructured
data across the Federal government by using publicly available search engines. In
addition, the Federal government conducts its own data analyses for statistical
purposes and facilitates data user access to statistical data. For example, the
Census Bureau's “American FactFinder System (Advanced Query)” uses a data
mining tool to allow users to query Census 2000 detailed data files. The tool
provides simplified access to and extraction of data.

Benefits and Pitfalls

As outlined above, the government has found a number of ways to use collected
information to improve program effectiveness and to reduce misuse of taxpayer dollars.
While the use of data mining techniques to access useful, timely data and to identify
relationships that were previously unknown is a powerful tool for identifying errors,
fraud, threats, etc., the application of such techniques to personal information raises
serious questions about privacy and how it should be protected. In order for this to be
accomplished, the government must continue to act in several areas:

1. Federal data analyses must be consistent with law

In the federal arena, data mining activities must be implemented consistent with the
protections of the Privacy Act of 1974, as amended by the Computer Matching and
Privacy Protection Act of 1988, and other privacy statutes. These statutes do not address
data-mining per se, but they outline privacy principles the government must follow in
data collection, including: notice and reasonable disclosure; use and purpose limitations;
choice; access to government-held information, information security; redress; and
oversight. Agencies are well-versed in the legal, policy, and technical requirements
governing access to and sharing of personal data. Agencies may aggregate information
by analyzing data across databases, a concept known as “virtual data warehousing™;
however, when information can be accessed or exchanged at numerous locations by
many users, a potential exists for inadvertent disclosure of personal information or
misuse of personal information, by alteration or for unauthorized purposes. Agencies that
adhere to the existing legal and policy structure including OMB and NIST policy
guidance can protect personal information in their possession even as they participate in
data-mining activities. Furthermore, the E-Government Act of 2002 requires that an
agency conduct a Privacy Impact Assessment (PIA) when agencies develop or procure
information technology to initiate a new online collection of information that involves
personally identifiable information changing hands, such as in the case of matching.

2. Ensuring the Security of Federal IT Systems

The Federal Information Security Management Act (FISMA) provides a comprehensive
framework for ensuring the effectiveness of information security controls over federal
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information resources, including resources that result from data mining. FISMA requires
the head of each agency to periodically assess the risk and magnitude of harm that could
result from unauthorized access, use, modification, or disclosure of information. The
agency must then provide information security protections that are commensurate with
the stated risk. Agencies are required to periodically test their information security
controls and techniques to ensure that they are effectively implemented. The results of
this testing are reported to OMB on an annual basis.

Conclusion

“Data mining” can have many uses. The Administration is strongly committed to using
available technologies like data mining to serve citizens and protect citizens from other
threats, while the Administration is also strongly committed to protecting the privacy of
citizens when such tools are used. Through data analysis and data mining, the private
sector has improved customer service and customer needs, and has been able to help
customers take proactive approaches to health care. The federal government has reduced
the number of erroneous payments, and has been able to determine patterns in databases
that help predict both weather patterns and the spread of deadly viruses.

We need to use modern analytic tools, such as data mining, to improve government
performance, from policy analysis to fraud to homeland security. We can maintain
privacy and security while improving government productivity, but we must employ tools
like data mining appropriately. We hope to work with this Committee to ensure that the
benefits of data analysis continue to help Federal agencies to perform their missions,
while protecting against the problems that aggressive and abusive data mining can cause.
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Mr. PurNAM. For insight from a Federal agency that uses data
pattern analysis, we have Gregory Kutz, Director of Financial Man-
agement and Assurance at the General Accounting Office. As a Di-
rector in the Financial Management Assurance Team, Mr. Kutz is
responsible for financial management issues relating to the Depart-
ment of Defense, NASA, the State Department, and AID. He has
also been recently involved in preparation of reports issued by GAO
and testimony relating to credit card fraud and abuse at DOD, fi-
nancial and operational management issues at the IRS, financial
condition and cost recovery practices of the Department of Energy’s
Power Marketing Administration, the Tennessee Valley Authority,
and AMTRAK.

You have been very busy. We look forward to your testimony.

STATEMENT OF GREGORY KUTZ, DIRECTOR, FINANCIAL MAN-
AGEMENT AND ASSURANCE, U.S. GENERAL ACCOUNTING OF-
FICE

Mr. Kutz. Thank you, Mr. Chairman, and members of the sub-
committee. I'm here to talk about our use of data mining in audits
of Federal programs. To date we have used data mining primarily
as an integral part of our audits of credit card programs.

My testimony has two parts: First, the use of data mining in our
audits and investigations; and second, future uses of data mining
and related challenges.

First, our strategy is to use data mining to put a face on issues
of breakdowns in internal controls. It allows us to go beyond simply
saying that a program is vulnerable. For example, data mining al-
lowed us to report that government credit cards were used for es-
cort services, women’s lingerie, prostitution, gambling, cruises, and
Los Angeles Lakers tickets.

Our data mining has helped us to identify specific instances of
fraud, waste, and abuse. The posterboard shows several examples
of government travel card abuse that we identified through data
mining, including the purchase of a used car from Budget Rental
Car; adult entertainment charges, including gentlemen’s clubs;
Internet and casino gambling, including an individual who charged
$14,000 to pay for his blackjack gambling habit and reimbursed
travel money used to pay for closing costs on a home purchase. For
each of these examples, we used various data mining inquiries to
identify the transactions and completed the case with auditor and
investigator followup.

The second posterboard is an excerpt from a government pur-
chase card statement. As you can see, somebody went on a Christ-
mas shopping spree. This bill, which includes nearly $12,000 of
fraudulent charges, was identified using data mining. We identified
these fraudulent transactions because of the suspicious vendors
and because of the timing of the transactions. We used these find-
ings in conjunction with systematic internal control testing to make
recommendations to Federal agencies to develop effective systems
and controls that provide reasonable assurance that fraud, waste,
and abuse are minimized.

An important element of our success with data mining is the syn-
ergy of auditors and investigators working together. Our auditors
have expertise in financial systems, data manipulation, and evalu-
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ating internal control systems. Our investigators bring a much dif-
ferent perspective. For example, Special Agent Ryan, who is with
me today, has several decades of experience working on financial
crimes for the Secret Service. Investigators and auditors work to-
gether to assess system vulnerabilities and develop our data min-
ing strategies.

Moving on to my second point, our data mining work for the Con-
gress is expanding. Currently, we have a number of audits under-
way that use data mining, including nine that I am directly respon-
sible for. Some examples of our expanded data mining audits in-
clude DOD vendor payments, Army military pay systems, HUD
housing programs and Department of Energy national laboratories.
As we move forward, challenges will include data reliability and se-
curity issues.

For the credit card work to date, we have used commercial bank
data bases to do our data mining, which we found to be highly reli-
able. However, as we move beyond the credit cards, one major chal-
lenge is the poor quality of Federal Government data bases. In
most cases, data base quality issues can be overcome, but they re-
sult in less productive data mining and a greater cost to our work.

Data security and privacy protection is another challenge. For ex-
ample, in handling large data bases of credit card transactions, we
developed strict protocols to protect this sensitive data. We were es-
pecially concerned with protecting credit card account numbers and
individuals’ Social Security numbers. Data security issues must be
addressed before embarking on audits involving data mining.

In summary, data mining is a powerful tool that has increased
our ability to effectively audit Federal programs. We are just begin-
ning to make full use of data mining strategies. With the right mix
of technology, human capital expertise, and data security meas-
ures, we believe that data mining will continue to improve our
audit and investigative work for the Congress. Mr. Chairman, that
ends my statement.

Mr. PurNaM. Thank you Mr. Kutz. And I want to thank all the
witnesses for being so gracious and complying with our time limita-
tions.

[The prepared statement of Mr. Kutz follows:]
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DATA MINING

Results and Challenges for Government
Program Audits and Investigations

What GAO Found

GAO's data raining work related to audits and investigations of federal
government credit card and other programs has identified fraud, waste, and
abuse resulting from breakdowns in internal controls. We used these data
mining techniques, in conjunction with systematic internal control testing, to
make recommendations to federal agencies to develop effective systers and
controls that provide reasonable assurance that fraud, waste, and abuse in
these credit card and other prograrms are minimized. For these programs,
GAOQ's data mining often involves extracting information on credit card users
or vendors using a set of defined criteria (e.g.,, vendors that the federal
government would not typically do business with) and then having auditors

and § igators follow-up on sel dtr ions or vendors.

Data mining alone is generally not sufficient to identify systemic
breakdowns in controls and to provide with recc dation
to improve systems of internal controls. Systemic breakdowns can best be
dermonstrated using statistical tests of key controls along with a thorough
assessment of the overall control environment. Data mining resuits serve to
“put a face” on the control breakdowns and provide managers with examples
of the real and costly consequences of failing to properly control these large
programs,

Recent GAO audits using data mining of DOD purchase and travel card
programs have identified numerous prohibited purchases of goods and
services from vendors such as restaurants, grocery stores, casinos, toy

stores, clothing or luggage stores, electronics stores, gentlemen'’s clubs,
legalized brothels, automobile dealers, and gasoline service stations.

programs. At the request of several ¢ € and

we currently have underway a number of audits and investigations that will
utilize data mining, including,

+ DOD vendor pay systems

+  Army military pay systems

+ Department of Housing and Urban Development housing programs

» Department of Energy national laboratories

GAO's use of data mining has expanded beyond the government credit card
. s Mermb

Challenges to expanding the use of data mining in the federal arena include
data integrity and security issues. For example, DOD has long-standing
problems with financial that are fund. ily deficient and are
unable to provide timely and reliable data. Data security issues related to
the use of large, detailed databases are another issue that must be
considered before undertaking a data mining project. With the right mix of
technology, human capital expertise, and data security measures, GAQ
believes that data mining will prove to be an important tool to help it to
continue to improve the efficiency and effectiveness of its audit and
investigative work for the Congress.

United States General Accounting Office




37

Mr. Chairman and Members of the Subcommittee:

Thank you for the opportunity to discuss current applications and future possibilities for
the use of data mining. We use the term “data mining” to mean analyzing diverse data to
identify relationships that indicate possible instances of previously undetected fraud,
waste, and abuse. Auditors can use data mining to extract individual, or a series of,
questionable transactions from large data files for follow up by auditors or investigators.
Data mining can also help serve as a deterrent to those who believe they can get away
with fraud because of weak or nonexistent internal control systems.

To date, GAO has used data mining as an integral part of our audits and investigations of
federal government credit card programs. For these progrars, our data mining work has
identified fraud, waste, and abuse resulting from breakdowns in internal controls. We
used these findings, in conjunction with systemic internal control testing, to make
recommendations to federal agencies on actions needed to develop effective systems
and controls that provide reasonable assurance that fraud, waste, and abuse in these
credit card programs are minimized. My testimony will (1) discuss examples and
benefits of the use of data mining in our audits and investigations and (2) some of the
possible future uses and challenges to expanding our data mining beyond federal
government credit card programs.

Use of Data Mining in Federal Government

Audits and Investigations

Data mining has been an integral part of our audits and investigations of federal
government purchase and travel card programs. For these programs, data mining has
involved obtaining large databases of credit card transactions and related activity and
using software to search or “mine” data looking for suspicious vendors, transactions, or
patterns of activity. Our data mining often involves extracting information on credit card
users or vendors using a set of defined criteria (e.g., vendors that the federal government
would not typically do business with) and then having auditors and investigators follow-
up on selected transactions or vendors. (See attachment 1 for a list of related GAO
products resulting from our data mining.)

We have used data mining for credit card audits in conjunction with our evaluation of the
design and effectiveness of internal controls intended to prevent fraud, waste, and abuse
in these programs. Our methodology for performing these audits included the following
four basic steps:

¢ gain an understanding of the credit card program;

» make a preliminary assessment of the adequacy of internal controls;

¢ test the effectiveness of internal controls; and

¢ identify, using data mining, case studies demonstrating the cause and real life
effect of the control breakdowns.
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An important element of success in our audits is the integration of our audit and
investigative functions. Qur auditors and investigators work together on a daily basis on
all four steps of the process. In developing effective data mining strategies, we found
that it is critical for the auditors and investigators to have a thorough understanding of
the program and the related processes and internal controls. Once the process and
controls are understood, we then assessed the adequacy of key internal control activities
and the overall control environment. For exampie, in making this assessment for the
Department of Defense (DOD) purchase card program, we identified a weak overall
internal control environment, including a proliferation of credit cards, which left the
program vulnerable to fraud, waste, and abuse. In addition, once vulnerabilities are
identified, investigators and auditors work together to identify various schemes that
could be used to abuse the program including committing fraud. Our understanding of
the program and its vulnerabilities is then used to develop our data mining strategy.

We used data mining and follow on audit and investigative work to demonstrate the
effect of systemic breakdowns in internal controls. Data mining alone is generally not
sufficient to identify systemic breakdowns in controls and to provide management with
recoramendations to improve systems of internal controls. Systemic breakdowns can
best be demonstrated using statistical tests of key controls along with a thorough
assessment of the overall control environment, including existing policies and
procedures that govern control activities.

Data Mining Criteria and Technigues Used in DOD
Purchase and Travel Card Program Audits

The use of purchase cards has dramatically increased in past years as agencies have
sought to lower transaction processing costs and eliminate the lengthy processes and
paperwork long associated with making small purchases. DOD is promoting department
wide use of purchase cards for obtaining goods and services. It reported that for the
year ended September 30, 2002, purchase cards were used by about 214,000 cardholders
to make about 11 million transactions valued at over $6.8 billion. Purchase cards may be
used for acquisitions at or below the $2,500 micropurchase threshold, and for payment of
items costing over $2,500 from contracts or other purchase agreements. DOD estimated
that in fiscal year 2001, about 95 percent of its transactions of $2,500 or less were made
by purchase card.

In 1983, the General Services Administration (GSA) awarded a governmentwide master
contract with a private company to provide government-sponsored, contractor-issued
travel cards to be used by federal employees to pay for costs incurred on official
business travel. The intent of the travel card program was to provide increased
convenience to the traveler and to reduce the government'’s cost of administering travel
by reducing the need for cash advances to the traveler and the administrative workload
associated with processing and reconciling travel advances. Our audits of DOD’s travel
card program focused on individually billed accounts, which are held and paid by
individual cardholders. According to GSA, as of September 30, 2002, DOD had over 1.3
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million individually billed travel cardholders who charged $2.4 billion during the fiscal
year.

We assessed controls over the Army, Navy, and Air Force purchase and travel card
programs. In each case, we found that a weak overall control environment and
breakdowns in key internal control activities left the military services vulnerable to
fraud, waste, and abuse. We looked for indications of potential fraud, waste, and abuse
as part of our statistical sampling and through nonrepresentative selections of
transactions using data mining. Because DOD’s purchase and travel card programs
involved different key control activities and vulnerabilities, we tailored our data mining
techniques to address the unique characteristics of each prograra. However, we did not
look at all potential abuses of either the purchase and travel card and our work was not
designed to identify, and we did not attempt to determine, the full extent of potential
fraud, waste, and abuse related to the purchase and travel card programs.

For our purchase card audits, we obtained transaction databases for our study period
from the purchase card contract banks—U.S. Bank for the Army and Air Force and
Citibank for the Navy. For our travel card audits, we obtained transaction databases for
the three military services from DOD’s travel card contractor-—Bank of America. Inall
cases, control totals from these databases were reconciled to bank or GSA reports to
ensure we had a complete and accurate database for our sampling and data mining.
Using several database manipulation software tools, we selected transactions or patterns
of activity that appeared to represent potential fraud, waste, or abuse, We then
conducted additional audit and investigative follow-up based on the nature, amount,
timing, and other characteristics of the transactions. In some instances, we also
compared (“bumped”) data from different databases to identify anomalies. Our data
mining criteria included the following.

Nature of the transaction

e Prohibited merchant category codes' that should have been blocked, such as
jewelry stores, pawn shops, and gambling establishments.

e Personal use, including food, clothing, luggage and accessories, such as
sunglasses, purses, and totes.

* Travel related transactions, such as airfare, hotels, and restaurants (for purchase
card audits).

! Merchant category codes (MCC) are established by the banking industry for commercial and consumer
reporting purposes. Currently, about 800 category codes are used to identify the nature of the merchants’
businesses or trades, such as airlines, hotels, ATMs, jewelry stores, casinos, gentleman'’s clubs, and
theaters.
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Merchants

¢ Specialty stores, such as hobby shops, sporting goods stores, Victoria's Secret,
L.L. Bean and toy stores (e.g., Toys ‘R’ Us).

* “Dot com” vendors, such as REI, SkyMall, Internet gambling sites, and
pornography sites.

e High-end stores, such as Dooney & Bourke, Coach, and Louis Vuitton.
s Department stores, such as Nordstrom and Macy’s.

» QOther personal use vendors, such as Ticketmaster, Mary Kay Cosmetics, and
Avon.

¢ Gentlemen’s clubs and legalized brothels.

o Cruise lines, sporting events, casinos, taxidermy serﬁces, and theaters.
Dollar Amount of ction

¢ Transactions having unusually high dollar amounts (for travel card audits).

¢ Convenience checks over $2,500 (for purchase card audits).

¢ Numerous recurring transactions with the same vendor indicating the need for a
contract (for purchase card audits).

¢ Transactions in round dollar amounts, such as $330, $440, etc., indicating possible
fee for cash schemes (for travel card audits).

Multiple, recurring small ATM transactions, indicating possible personal use (for
travel card audits).

Timing of T .
¢ Holiday and weekend transactions.
* End of fiscal year transactions.
* Transactions that were made late at night.

¢ Multiple transactions on the same day, at same vendor, totaling more than $2,500,
indicating split purchases (for purchase card audits).
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QOther Characteristics

¢ OQut of state purchases, when similar items have been purchased locally (for
purchase card audits).

e Transaction in which the cardholder and merchant had the same name.
¢ Cardholders who wrote nonsufficient funds checks (for travel card audits).

¢ Charged-off accounts, and accounts in salary offset or fixed payment plans (for
travel card audits).

To fully develop the case study examples that we included in our reports required
extensive collaboration on the part of auditors and investigators. It is clear that data
mining techniques, although a powerful tool by themselves, are best used in combination
with strategies that create a synergy between teams of auditors and investigators to
identify and develop case studies on the causes and effects of any control breakdowns.
Our auditors have expertise in financial systems, data manipulation, and evaluating
internal controls. Our investigators are federal agents with years of law enforcement
experience, particularly in the area of detecting financial crimes. Further, we found that
the experience gained with each successive audit increased the knowledge base of our
auditors and investigators and improved the overall data mining results.

Data Mining Results in DOD
Purchase and Travel Card Program Audits

Data mining “puts a face” on the control breakdowns and provides managers with
examples of the real and costly consequences of failing to properly control these large
programs. Recent GAO audits using data mining of DOD purchase and travel card
programs have identified numerous prohibited abusive or questionable purchases of
goods and services from vendors such as restaurants, grocery stores, casinos, toy stores,
clothing or luggage stores, electronics stores, gentlemen’s clubs, legalized brothels,
automobile dealers, and gasoline service stations.

Specific examples of abusive and questionable activity identified as a result of the
previously discussed data mining criteria and techniques include

* Nature of the transaction: blocked merchant category code (MCC) - As part of
our audit of the Army purchase card program, we identified a cardholder
transaction for $630 that was coded as being from an escort service, which should
have been a blocked MCC code. As part of our investigation we determined that
this was an unauthorized, potentially fraudulent transaction, and that the
cardholder was also being investigated for possible theft of chapel funds.

¢ Merchants — Gentlemen’s Clubs and Brothels — We found that DOD cardholders
used their government travel cards at legalized brothels in Nevada and at
gentlemen’s clubs that provide adult entertainment. We initially identified this
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abusive use of the travel card based on our interviews with cardholders.
Subsequently, we used this information to refine our data mining and identify a
substantial number of these transactions.

¢ Merchants - Taxidermy Services — An Air Force cardholder used the purchase
card to prepare a shoulder mount of a mule deer head. The deer was a “road kill”
that was found on the roadside by an approving official who approved the
purchase of taxidermy services. The deer head was hung on the wall in the
Natural Resources Office. The cardholder, approving official, and two other
employees occupy the office where the deer head currently hangs.

* Dollar Amount of Transaction: High Dollar Purchases - For the Army travel
program, we found that a cardholder’s spouse used his government travel card to
make two payments of $2,050 each to Budget Rent-A-Car for the purchase of a
used automobile.

Navy purchased over $1 million from 122 different vendors using the purchase
card. In total, these vendors were paid about $330 million. However, despite this
heavy sales volure, the Navy had not negotiated reduced-price contracts with any
of the vendors.

* Timing of Transaction - In an audit of the Navy purchase card program, we
identified about $12,000 in potentially fraudulent fiscal year 2000 transactions.
These purchases occurred primarily between December 20 and December 26,
1999, and included an Amana range, Compag computers, gift certificates,
groceries, and clothes.

In addition, we used data mining techniques to identify 220 cardholders that abused their
travel card or had been involved in potentially fraudulent activity and who had severe
financial problems. We compared records for these cardholders with DOD databases
that included security clearance information. Based on this analysis, we found that 97 of
220 individuals with severe financial problems continued to maintain secret or top-secret
security clearances at the end of our respective audits.

Data Minin al er Federal ncies

We have used data mining techniques to help assess the controls over various programs
at the Departments of Housing and Urban Development (HUD) and Education and the
Federal Aviation Administration, among others. Further, our October 2001 Executive
Guide entitled, Strategies to Manage Improper Payments: Learning From Public and
Private Sector Organizations (GAO-02-69G), discusses the use of data mining techniques
by various state and federal programs as part of a research-based approach to fraud
prevention and detection. For example, the Illinois Department of Public Aid used data
mining techniques to identify health care providers that were billing for services
provided in excess of 24 hours in a single day. Their analysis identified 18 providers that
had billed over 25 hours for at least 1 day during the 6 months ended December 31, 1999.
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As a result, the Illinois Department of Public Aid Office of Inspector General planned to
refer serious cases to appropriate law enforcement agencies and take administrative
action against the less serious violators.

Additional examples of the results of our data mining at other agencies include the
following: :

s At the Department of Education, we performed a variety of data mining queries
and found that three schools fraudulently disbursed about $2 million in Pell
Grants to ineligible students and another school improperly disbursed about $1.4
million in Pell Grants to ineligible students.

e At the Department of Housing and Urban Development (HUD), we identified a
scheme where only one-third of the work paid for by HUD to replace a concrete
sidewalk was actually performed. As a result, more than $164,000 of the $227,500
billed and paid for appeared to be fraudulent.

Future Use of Data Mining and Related Challenges

Our use of data mining has expanded beyond government credit card programs. This
expansion provides opportunities for significant impact and improvements in other
programs but also presents other challenges. At the request of several congressional
committees and Members, we currently have a number of audits, which will utilize data
mining. These audits include the following.

¢ DOD Vendor Pay Systems — This effort is an evaluation of the adequacy and
effectiveness of DOD’s controls over its vendor pay processes. With reported
annual vendor payments in excess of $77 billion, this program entails most of
DOD’s disbursements for items (excluding major weapons systems).

e  Army Military Pay Systems - This effort is an evaluation of the Army’s controls
over the payroll payments to military members. For fiscal year 2002, Army's
reported payroll was about $32 billion.

¢ Centrally-billed travel accounts -~ These accounts are used primarily to purchase
transportation including airline tickets. This activity was about $1.5 billion for
fiscal year 2002.

» Governmentwide purchase card program - We are evaluating whether the federal
government is effectively managing its procurements of $15 billion in goods and
services using purchase cards.

¢ HUD single and multifamily properties - As a follow-on to previous work, we are
evaluating the propriety of payments made related to HUD-owned single and
multifamily properties.

¢ Department of Energy contractor-managed national laboratories - In response to
allegations of improprieties at the Los Alamos national laboratory, we are
assessing internal controls over disbursements and whether purchases made are a
valid use of government funds at selected other laboratories.
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For each of these audits, we are in the process of developing and/or executing data
mining strategies to assist with the identification of breakdowns in controls or the
inefficient use of federal funds. In addition, in response to a congressional request, we
are preparing a guide to assist federal agencies in their efforts to audit internal controls
of government purchase card programs. We have found that as government purchase
card use grows, federal and state and local government auditors are increasingly being
asked to do more audits of these programs. Building on the lessons learned from our
purchase card work, our guide is intended to provide a blueprint for other auditors to
use when auditing purchase card programs. This guide will include a section on data
mining and related follow-up.

For the credit card work to date, we have used databases provided by the contractor
banks. We found that the data quality is high, thus allowing us to do efficient and
effective data mining. However, a challenge with federal government databases is that
the quality and availability of information from which to mine data is often poor. For
example, we have previously reported that DOD’s financial systems are fundamentally
deficient and are unable to provide data in a timely and reliable manner for
decisionmaking. These data problems result in the following challenges for future data
raining.

e For DOD, data needed for effective data mining may not be available in any one
system. Consequently, obtaining and reconciling data from numerous databases
is necessary to develop populations from which to data mine. In addition,
because of the large volume of transactions involved in many DOD program areas,
storing and conducting data mining queries of such large files may present a
significant challenge.

* Because databases do not reconcile to independent, reliable sources, the
completeness of databases used for data mining is questionable.

e Many agencies have known problems with data reliability.

In most cases these issues can be overcome, but they result in less productive data
mining, and increase the cost of doing the work.

Other challenges lie in the area of data security and privacy protection. For example, as
part of our extensive use of many detailed databases to assess the controls over DOD’s
credit card programs, we developed strict protocols to protect the sensitive data
included in the databases. We were especially concerned with protecting active credit
card account numbers and individual social security numbers. Data security issues must
be addressed before embarking on audits involving data mining.

Conclusions

The use of data mining is a critical component of the audit and investigation of certain
federal programs. The results of data mining show real consequences or effect of
breakdowns in internal controls. In addition, data mining results contribute greatly to
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the development and implementation of recommendations to management on
improvements in controls that can provide assurance that fraud, waste, and abuse is
minimized. We are in the process of moving beyond the use of data mining for
government credit card programs to other areas of interest to the Congress. We are just
beginning to make full use of data mining strategies. With the right mix of technology,
human capital expertise, and data security measures, we believe that data mining will
prove to be an important tool to help us to continue to improve the efficiency and
effectiveness of our audit and investigative work for the Congress.
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Related GAO Products

Travel Cards: Control Weaknesses Leave Navy Vulnerable to Fraud and Abuse. GAO-03-
147. Washington, D.C.: December 23, 2002.

Travel Cards: Air Force Management Focus Has Reduced Delinquencies, but
Improvements in Controls Are Needed. GAO-03-298. Washington, D.C.: December 20,
2002.

Purchase Cards: Control Weaknesses Leave the Air Force Vulnerable to Fraud, Waste,
and Abuse. GAO-03-292. Washington, D.C.: December 20, 2002.

Travel Cards: Control Weaknesses Leave Army Vulnerable to Potential Fraud and Abuse.
GAO-03-169. Washington, D.C.: October 11, 2002.

Travel Cards: Control Weaknesses Leave Navy Vulnerable to Fraud and Abuse. GAO-03-
148T. Washington, D.C.: October 8, 2002.

Financial Management: Strategies to Address Improper Payments at HUD, Education,
and Other Federal Agencies. GAO-03-167T, Washington, D.C.: October 3, 2002.

Puarchase Cards: Navy Is Vulnerable to Fraud and Abuse but Is Taking Action to Resolve
Control Weaknesses. GAO-02-1041. Washington, D.C.: September 27, 2002.

Travel Cards: Control Weaknesses Leave Army Vulnerable to Potential Fraud and Abuse.
GAO-02-863T. Washington, D.C.: July 17, 2002.

Purchase Cards: Control Weaknesses Leave Army Vulnerable to Fraud, Waste, and
Abuse. GAO-02-844T. Washington, D.C.: July 17, 2002.

Purchase Cards: Control Weaknesses LeaveAm}y Vulnerable to Fraud, Waste, and
Abuse. GAO-02-732. Washington, D.C.: June 27, 2002.

FAA Alaska: Weak Controls Resulted in Improper and Wasteful Purchases. GAO-02-606.
Washington, D.C.: May 30, 2002.

Government Purchase Cards: Control Weaknesses Expose Agencies to Fraud and Abuse.
GAO-02-676T. Washington, D.C.: May 1, 2002.

Education Financial Management: Weak Internal Controls Led to Instances of Fraud and
Other Improper Payments. GAO-02-406. Washington, D.C.: March 28, 2002.

Purchase Cards: Continued Control Weaknesses Leave Two Navy Units Vulnerable to
Fraud and Abuse. GAO-02-506T. Washington, D.C.: March 13, 2002,
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Purchase Cards: Control Weaknesses Leave Two Navy Units Vulnerable to Fraud and
Abuse. GAO-02-32, Washington, D.C.: November 30, 2001.

Purchase Cards: Control Weaknesses Leave Two Navy Units Vulnerable to Fraud and
Abuse. GAO-01-995T. Washington, D.C.: July 30, 2001,
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Mr. PuTrNAM. Our final witness is Jeffrey Rosen, a law professor
at George Washington Law School. Mr. Rosen’s area of expertise is
in privacy and technology issues. He has written dozens of articles
on the subject as well as a book. His testimony will be valuable as
we look to the legal and ethical questions surrounding the use of
data mining technology. Welcome.

STATEMENT OF JEFFREY ROSEN, GEORGE WASHINGTON UNI-
VERSITY LAW SCHOOL, LEGAL AFFAIRS EDITOR OF THE
NEW REPUBLIC

Mr. ROSEN. Thank you, Mr. Chairman, and members of the sub-
committee. It is an honor to be here. I am delighted that you are
holding this hearing because the effort to strike a balance between
privacy and security is a bipartisan issue and I am delighted that
you are informing yourself about the complicated legal and techno-
logical choices that you face as these technologies are implemented.

My thesis this morning is simple: It’s possible through law and
technology to design data mining systems that strike better rather
than worse balances between privacy and security. But there is no
guarantee that the executive branch will demand them or the tech-
nologist will provide them on their own. You therefore, ladies and
gentlemen of the Congress, have a special responsibility to provide
legal and technological oversight to ensure that the technologies
are developed and deployed in ways that strike a good rather than
a bad balance between privacy and security.

Let me give you an example of the kind of design choice that I
have in mind. And I want to focus just for the sake of argument
on the Total Information Awareness Program that Congress has re-
cently decided, at least for the foreseeable future, to block. Total in-
formation awareness provides a model for the kind of mass
dataveillance that we have been discussing this morning and is
being proposed in other contexts. Now, just a question of definition,
“mass dataveillance” refers to the suspicionless surveillance of
large groups of people. And that is different from personal
dataveillance of the kind that Senator Dockery described which in-
volves targeted surveillance of individuals who have been identified
in advance as being unusually suspicious. Mass dataveillance poses
special dangers. In some ways it poses some of the same dangers
of the general warrants that the framers of the fourth amendment
to the Constitution were especially concerned about prohibiting.

When the government engages in mass dataveillance without in-
dividualized suspicion, there is a danger of unlimited discretion, as
the government searches through masses of personal information
and searches suspicious activity without specifying in advance the
people, places, or things it expects to find. Both general warrants
and mass dataveillance run the risk of allowing fishing expeditions
in which the government is trolling for crimes rather than particu-
lar criminals, violating the privacy of millions of innocent people in
the hope of finding a handful of unknown and unidentified terror-
ists. At the same time there is an important question of effective-
ness.

And I want you to think pragmatically about these technologies.
Will they work in the national security arena? Unlike people who
commit credit card fraud of the kind that Mr. Kutz described, cred-
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it card fraud is a form of systematic, repetitive, and predictable be-
havior that fits a consistent profile identified by millions of trans-
actions. There is no special reason to believe that terrorists in the
future will resemble those in the past. By trying to pick 11 out of
300 million people out of a computer profile, you may be looking
for a needle in a haystack, but the shape and the color of the nee-
dle keep changing and, as a result, the profiles may produce great
numbers of false positives: those people wrongly identified as ter-
rorists.

I want you to think about the privacy issues and the effective-
ness issues. Does the technology that works in a credit card arena
make sense to apply in the national security arena? Assuming that
these technologies will be deployed in different spheres, I urge you
to recognize that they can be designed in better or worse ways. The
Total Information Awareness Office itself recognized this and pro-
posed technology that it called “selective revelation,” which pro-
posed to minimize personally identifiable information while allow-
ing data mining and analysis on a large scale. The insight of selec-
tive revelation 1s useful and may provide models for ways privacy
and liberty could be protected at the same time.

The Total Information Awareness Office had a project called
Ginisys that was exploring ways of separating identifying informa-
tion from personal transactions and only allowing the link to be re-
created when there is legal authority to do so. This might allow,
for example, the Centers for Disease Control to have access to med-
ical information while other groups do not.

Using this model of selective revelation, Congress could think
about creating laws and technology that separate identifying infor-
mation from the data itself.

And Mr. Forman talked about the searches in existence with cur-
rent law. My strong belief is current law is not adequate, the kind
of complicated regulation that faces us, and you need to think cre-
atively about rising to this new challenge by developing new over-
sight bodies and new technologies to ensure the protection of pri-
vacy. But just hypothetically we could imagine what those regula-
tions would look like. Congress could create a special oversight
court with the authority to decide when identifying data obtained
during mass dataveillance may be connected to transactional infor-
mation. After intelligence analysts have identified a series of trans-
actions that they think might be evidence of a terrorist plan or sug-
gest that a particular individual is unusually suspicious, they could
petition the oversight body for authorization to identify the individ-
uals concerned. In deciding whether or not to grant the request,
Congress could direct the court to satisfy itself that the crime for
which the evidence has been presented is a serious threat of force
or violence rather than a low-level or trivial crime, and that the
evidence suggests a link between the suspects and terrorists. If the
court granted the order, then the analyst could link the identifying
information and they could share the information with State and
local bodies and so forth.

And there are other needs for regulation. You might have to cre-
ate standards for citizen oversights. Citizens should be able to cor-
rect their data if it’s incorrect or misused. And fair information
practices would give citizens the right to know the information that
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the government has collected. So, you see the general model. The
search is anonymous unless there is cause to believe that a particu-
lar individual is suspicious, and then there is oversight to make
sure that the individuals are identified in connection with serious
crimes. Merely to describe the complexity of this regulation is to
raise legitimate questions about whether Congress is ready to
adopt them.

But Congress has met its oversight responsibilities in the past.
The most important checks on poorly designed technologies of sur-
veillance since September 11th have come from Congress ranging
from the decision to block total information awareness in its cur-
rent form to the insistence on creating oversight mechanisms for
the Carnivore e-mail program. I urge Congress to accept the task
of learning about the design choices inherent in these technologies.
You have it in your power to strike a balance between liberty and
security, and all you need now is the will. Thank you very much.

Mr. PUuTNAM. Thank you Mr. Rosen.

[The prepared statement of Mr. Rosen follows:]
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TESTIMONY BEFORE THE HOUSE COMMITTEE ON GOVERNMENT REFORM

SUBCOMMITTEE ON TECHNOLOGY, INFORMATION POLICY, INTERGOVERNMENTAL RELATIONS,
AND THE CENSUS

BY JEFFREY ROSEN

MARCH 25, 2003

My name is Jeffrey Rosen. I am an associate professor at the George Washington University
Law School and legal affairs editor of The New Republic. It is an honor to submit to the
Subcommittee on Technology, Information Policy, Intergovernmental Relations, and the Census
this prepared testimony on “Data Mining: Current Applications and Future Possibilities,” which
is adapted from my forthcoming book The Naked Crowd: Liberty and Security in an Age of
Terror (Random House.)

My thesis is simple: it’s possible to design data mining technologies in ways that strike better or
worse balances between liberty and security. But there is no guarantee that the executive branch
or the technologists, left to their own devices, will demand and provide technologies that strike
the balance in a reasonable way. Congress, therefore, has a special responsibility to provide
technological and legal oversight of data mining, to ensure that the most invasive searches are
focused on the most serious crimes.

For an example of the kind of design choices and oversight 1 have in mind, I want to focus on the
most controversial data mining technology, the so called Total Information Awareness Program
designed by the Department of Defense. Although the House and Senate have voted to block
funding for TIA in the foresceable future, its architecture remains a model for other data mining
programs that are currently being evaluated by the federal government.

The TIA program is an example of what Roger Clarke has called “mass dataveillance” — that is,
the suspicionless surveillance of large groups of people — as opposed to “personal dataveillance,”
which Clarke defines as the targeted surveillance of individuals who have been identified in
advance as suspicious or dangerous. By analyzing financial records, educational records, travel
records, and medical records, as well as criminal and other governmental records, TIA proposed
to develop technologies that could create risk profiles of millions of Americans citizens and
visitors, looking for suspicious patterns of behavior.

In its unregulated form, as Congress recognized, mass dataveillance along the TIA model poses
great threats to privacy as well as promising dubious benefits in increased security. When the
government engages in mass dataveillance to conduct general searches of millions of citizens
without cause to believe that a crime has been committed, the searches arguably raise the same
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dangers in the twenty-first century as the general warrants that the Framers of the Fourth
Amendment feared in the eighteenth century. Dataveillance, like a general warrant, gives the
government essentially unlimited discretion to search through masses of personal information in
search of suspicious activity, without specifying in advance the people, places, or things it
expects to find. Both general warrants and dataveillance allow fishing expeditions in which the
government is trolling for crimes rather than particular criminals, violating the privacy of
millions of innocent people in the hope of finding a handful of unknown and unidentified
terrorists.

At the same time, mass dataveillance along the TIA model may not be effective in identifying
terrorists and picking them out of the crowd. Unlike people who commit credit card fraud — a
form of systematic, repetitive and predictable behavior that fits a consistent profile identified by
millions of transaction — there is no reason to believe that terrorists in the future will resemble
those in the past. There were only 11 hijackers on 9/11, and those who followed them during the
following year weren’t Saudi Arabians who went to flight school in Florida: they included
Richard Reeves, the English citizen who hid a bomb in his shoe, and had a Jamaican father and
an English mother. By trying to identify people who look like the 9/11 hijackers, the profiling
scheme is looking for a needle in a haystack, but the color and the shape of the needle keep
changing. And because the sample of known terrorists is so small, the profiles are bound to be
produce a prohibitive number of “false positives” — that is, passengers whom the system wrongly
identifies as a likely terrorist. A profiling system that was has a 50% accuracy rate in identifying
terrorists would mean that one out of every two passengers would be wrongly singled out for
special searches.

Nevertheless, it’s possible to design mass dataveillance systems in ways that strike a better
balance between privacy and security. The Defense Advanced Research Project Agency, or
DARPA, which brought us the Total Information Awareness Program, has also been studying
technologies of “selective revelation,” which minimize personally identifiable information while
allowing data mining and analysis on a grand scale. “The idea of selective revelation is that
initially we reveal information to the analyst only in sanitized form, that is, in terms of statistics
and categories that do not reveal (directly or indirectly anyone’s private information,” writes a
DARPA report called “Security With Privacy.” “If the analyst sees reason for concern he or she
can follow up by seeking permission to get more precise information. This permission would be
granted if the initial information provides sufficient cause to allow the revelation of more
information, under appropriate legal and policy guidelines.” But without careful oversight of
these secret searches — including audit trails that are reviewed by independent agencies — it’s
easy to imagine opportunities for abuse.

One way to protect innocent citizens is to ensure that general data searches are constructed in
ways that make the data traceable but not easily identifiable — in other words generally
anonymous unless officials receive permission to link the data with a particular individual.

The Total Information Awareness office has a project called Ginisys that is exploring this kind of
architecture for general data searches. According to the program director, Ginisys could protect
privacy by separating identifying information from the personal transactions, only recreating the
association when there is evidence and legal authority to do so. This might allow, for example,
the Center for Disease control to have access to medical information while other groups do not.
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The Ginisys staff also plans to develop information privacy filters to keep information that is not
relevant out of the repository — encouraging the government to adopt laws that limit the types of
data that can be recorded about specific people or transactions. Finally, Ginisys plans to use
software agents to mine the information in the repository to expunge information that is
unrelated to terrorism.”

Although TIA in its current incarnation promises questionable security benefits and grave threats
to privacy, the selective revelation architecture poses fewer threats to privacy than the
unregulated architecture. How, then, can Congress and the other branches of government
encourage the development of mass dataveillance technologies that protect privacy rather than
threatening it? Congressional oversight provides the most promising path for America in the
twenty-first century. Since the 1960s, Congress has passed more than a dozen important laws
protecting privacy, ranging from the Privacy Act of 1974, passed in the wake of Watergate, to
the Video Privacy Protection Act of 1988, passed in the wake of journalistic snooping into the
video rental records of Robert Bork, the rejected Supreme Court nominee.’

As Marc Rotenberg of the Electronic Privacy Information Center has argued, one way for
Congress to understand the challenge of balancing liberty and security after 9/11 is the model of
checks and balances in the U.S. Constitution. That means that if Congress grants the president
new authority engage in foreign intelligence surveillance, it should also create new means of
public oversight, or if the Department of Homeland Security proposes a trusted traveler program,
it should be subject to open government standards. And if it allows mass dataveillance — whether
through the TIA program or the risk profiling systems now being proposed for airports, it should
insist on congressional oversight.

Congress could create a special oversight court with the authority to decide when identifying
data obtained during mass dataveillance may be connected to transactional information. After
intelligence analysts have identified a series of transactions that they believe might be evidence
of a terrorist plan, they could petition the special court for authorization to identify the
individuals concerned. In considering whether to grant the request, Congress could direct the
court to satisfy itself that the crime for which evidence has been presented is a serious threat of
force or violence, and that the evidence suggests a links between the suspects and organized
terrorists. If the court granted the order, the analysts could link the identifying information with
the transaction data, and they could contact federal state and local law enforcement officials to
inform them of the threat. In addition to creating this oversight body, and determining legal
standards to guide its operation, Congress might also have create standards for federal and
citizen oversight, along with penalties for abuse; a dispute resolution process that would give
citizens recourse when their data is incorrect or misused; and a series of fair information
practices that would give citizens the right to know what personal information the government
has collected, and to correct any inaccuracies.

Merely to describe the complexity of these regulations is to raise legitimate questions about
whether Congress is ready to adopt them. But Congress has met its oversight responsibilities
before. The most important checks on poorly designed technologies of surveillance since 9/11
have come from the Congress — ranging from the decision to block TIA in its current form to the
insistence on creating oversight mechanisms for the Carnivore e-mail search program. Rather
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than accepting the extreme views of luddites, who believe that all surveillance technology should
be resisted, or technopositivists, who believe that no surveillance technology should be
regulated, I urge Congress to accept the task of learning about the design choices inherent in
these technologies. By evaluating their effectiveness, their necessity, and their impact on privacy
Congress can ensure that these technologies are designed in ways that strike reasonable, rather
than unreasonable, balances between liberty and security. You have it in your power to strike a
thoughtful balance; all you need now is the will.

1.”Security with Privacy, ISAT 2002 Study, December 13, 2002, p 10, available at epic.org.
2.Doug Dyer, Address at DAPRATech 2002 Conference, August, 2002.

3.For a comprehensive list of congressional privacy legislation and argument for the superiority
of legislative to judicial regulation, see Orin S. Kerr, The Fourth Amendment in New
Technologies: Constitutional Myths and the Case for Restraint (unpublished draft on file with
the author.)
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Mr. PUTNAM. I certainly believe our witnesses have set the table
and created an environment for some outstanding dialog.

The gentlelady from Michigan has another appointment so I will
recognize her to lead off with our questions.

Mrs. MILLER. Thank you, Mr. Chairman. I think my question is
for Mr. Kutz.

As I heard you talk about some of the various audits that your
agency is currently engaged in, you talked about nine different au-
dits that you are getting involved with, Energy labs and DOD, etc.,
and certainly the testimony you gave about the credit card fraud
is startling. It is sickening. Those are the kinds of things I think
make people crazy about what is happening at the Federal level.
But you know, last week the Congress had a very exhaustive de-
bate about a budget resolution and there was a lot of talk about
waste, fraud, and abuse and the kinds of problems in large num-
bers numerically that we could get at to look at some reduction in
our budgeting process.

And I heard a lot of conversation last week—and I don’t know
if this is one of your nine universes or not—but in the area of So-
cial Security, that there is as much as 10 percent of the Social Se-
curity payments that are going to people who are either deceased
or for some reason do not qualify. And I don’t know if that is an
area that you are auditing in your universe there; and, if so, what
kind of numbers are we talking about and how would you do a con-
struct to do the data mining? Do you have any idea of how you
might begin to proceed to take a look at that type of waste, fraud,
and abuse?

Mr. KuTtz. Social Security is not one that we have on our plate
right now. We typically do our work at the request of various Mem-
bers of Congress or committees or subcommittees, and that is not
one we have been asked to do at this point.

Some of the ways you can use the technology for that, for exam-
ple, have been used by the Inspector General to look for people who
are receiving benefits that are over 90 or 100 years old, and those
are potential indicators of a family that might be keeping the
checks and didn’t report the death to Social Security and therefore
received improper payments.

There are certainly lots of different queries and methods you
could use. And I believe the Inspector General has done a lot of
that, and I believe it has been used extensively there.

Also for Medicare, there has been extensive use of data mining
technologies to find fraud, waste, and abuse and also to project the
amount. Annually, the various agencies project how much 1s going
out the door in improper payments and, as you know, there are
tens of billions of dollars. And we are talking about real money
here, which is why we need good internal control systems to mini-
mize this waste, fraud, and abuse.

Mr. FOrMAN. If I may, let me point out two projects in particular.
One is 1 of the 24 E-Government Initiatives that is called the E-
Vital Project. And so much of this is tied to, for example, the Social
Security Administration getting timely notification when a person
has passed on. That is explicitly the target of the E-Vital Project
that continues to have good traction in the States that have been
moving the death records and other medical records on-line. It is
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a slow process. And as you may recall, Michigan may have been
one of the States. The State has charged the agency to provide that
information to them. So there is some negotiation, because the cost
should be reduced when we put in place that as a computer system.

The other project is called PARIS, the Public Assistance Report-
ing Information System, and that is a joint Federal/State informa-
tion network that was set up explicitly to allow for data matching
and mining on interagency-related benefits program. So that would
cover things like Supplemental Security Income, the TANF pro-
gram, Medicaid, Food Stamps, and Veterans Affairs Program.

Mrs. MILLER. In regards to the Social Security link that the
States have as they interact with the Federal Government, isn’t it
true now—because I think every State is required to solicit the So-
cial Security number of every licensed driver—that is something
new in the last several years, and all of the States are required to
link to the Social Security Administration because of that? Has
that been helpful in information sharing?

Mr. FORMAN. You know, to be quite honest, I think ultimately,
while there is a requirement to share information, the reality is a
big chunk of the benefit here in terms of identifying people who are
getting Social Security income but have passed on comes back to
the ability of States to share information on the death certificates
in a timely manner. And some of the States and local county offices
where that information initially starts just haven’t been electrified
yet.

Mrs. MILLER. My experience had been with the Social Security
link that we had in Michigan—I know some of the other States
were mentioning this as well—there was no way to verify the So-
cial Security number, so someone could give you any digits that
they wanted to. There was no way for the States to verify that the
Social Security number was in fact a valid Social Security number.
That is a problem, I think.

Mr. FORMAN. There has been some progress made on that, and
I know we looked at this a month ago when we did a review. I
would ask, if it is OK with the chairman, that we get back to you
on the Social Security Administration progress on that.

Mr. PuTNAM. We have been joined by the big Chair, the chair-
man of the full committee. Mr. Davis, do you have any comments
or questions?

Mr. DAvis. I will be very brief. I think data mining is critical.
If you go back 100 years, a visionary at the start of the 20th cen-
tury might have said, what is going to guide the economy in the
20th century? The visionary might have said, oil. And in fact, it
was your entrepreneurs and your visionaries who figured out how
you get the oil, identified where the oil was, how you get it out of
the ground, how you refine it, how you get it to markets, domi-
nated much of the economic activity of the 20th century.

Here we are at the start of the 21st. What would a visionary say
now? Really, the oil today is information. How would we get that
information and get it out of the ground, so to speak; how do we
refine it; how do we distribute it; what uses does it have? And it
is those entrepreneurs that are going to in large part be the eco-
nomic wunderkinds of the 21st century. Had we had the EPA and
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all of the regulations on oil in 1900, this stuff would still be in the
ground. We never would not have gotten it out.

My theory is we need to be slow about it coming in and overregu-
lating. You let the marketplace and let the public and let the in-
dustry come up with its own protocols before the government comes
in and starts imposing a regulatory and taxing regime that could
stifle the growth and the potential for this. That is kind of the way
I look at it. Certainly there is going to be a role for government
down the way, and maybe in ways we don’t even envision today,
because I think we are just at the very beginning of a whole revolu-
tion. But that is kind of the way I have looked at it.

And I don’t know if you have any reaction. Mark Forman has
been working with us on a number of issues. I don’t know if anyone
wants to react with that or disagree. Obviously, the professor is
here and has his own view.

Mr. ROSEN. I guess I would just urge the chairman to ask wheth-
er the kind of data mining that is appropriate in the private sphere
can be brought into the national security arena. Much of the his-
tory of our privacy laws for the past 50 years has been based on
the idea that completely unregulated information sharing is not
consistent with the values of the Constitution or of American citi-
zens. We don’t want every low-level information officer in the field
to know that I had a youthful indiscretion or I am late in my child
support payments before I go onto an airplane, or that I am late
on my credit card or maybe I have some IRS issues against me.

Complete transparency of information, total unregulated use,
which is what many Silicon Valley people are urging, wouldn’t be
consistent with the value of the fourth amendment. It wouldn’t be
consistent with current privacy laws which prohibit privacy sharing
without good cause, and it also—and I want to urge the chairman
to think about it—would it be effective? Is there any reason to be-
lieve that centralizing all of our public and private data bases and
allowing for a risk prediction to be made would identify terrorists?

It is not like credit card fraud. Credit card fraud is something
you have 10 million examples of it and it takes predictable pat-
terns. People who steal credit cards test 